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Résumé

Introduction

Les matériaux de Van der Waals (vdW), sont devenus un pilier de la physique moderne

des solides depuis l’isolement du graphène monocouche en 2004. Cette découverte a

mis en évidence des propriétés radicalement différentes dans la forme bidimension-

nelle d’un matériau comparé à sa forme volumique, ce qui a catalysé les recherches sur

les “matériaux 2D”. Parmi eux, les dichalcogénures de métaux de transition (TMD)

se distinguent par leurs propriétés électroniques et optiques modulables, leur cou-

plage efficace à la lumière, et leurs comportements excitoniques uniques, tels que

les propriétés de spin-vallée et une grande énergie de liaison des excitons. La possi-

bilité de créer des hétérostructures en empilant des couches de différents matériaux

2D élargit encore leur potentiel pour la recherche fondamentale et les applications en

optoélectronique, en valleytronique et en technologies quantiques. Malgré des progrès

substantiels, des questions clés subsistent concernant la cohérence excitonique et les

dynamiques de population dans les TMD et leurs hétérostructures. Par exemple,

le disulfure de rhénium (ReS2), un TMD du groupe 7 avec des excitons anisotropes

et un faible couplage inter-couche, reste en grande partie inexploré en ce qui con-

cerne la dynamique des excitons. De même, pour des TMD largement plus étudiés

comme le diséléniure de molybdène (MoSe2), des mécanismes critiques tels que la

décroissance radiative des excitons et leur diffusion vers des états sombres nécessitent

des investigations supplémentaire. Les hétérostructures introduisent une complexité

supplémentaire, où les interactions inter-couches influencent de manière significative

les propriétés excitoniques, offrant à la fois des défis et des opportunités pour les

applications dans les dispositifs.

Cette thèse explore les propriétés dynamiques des excitons dans les matériaux

vdW, en se concentrant sur la cohérence, les dynamiques de population, et leur

dépendance aux facteurs environnementaux tels que la température, la puissance

d’excitation et l’environnement cristallographique. Des stratégies pour moduler les



propriétés excitoniques à des fins d’applications avancées sont également explorées.

Dans ce but, une configuration originale de spectroscopie de mélange à quatre on-

des à l’état de l’art a été développée, combinant une résolution temporelle ultrara-

pide, une résolution spatiale limitée par diffraction et une grande résolution spec-

trale, à résonance optique. Ce cadre expérimental permet des mesures précises des

dynamiques des excitons.

Le chapitre 1 introduit les concepts fondamentaux des matériaux vdW, en mettant

l’accent sur les propriétés électronique et excitonique du graphène, des TMD du

groupe 6 et du ReS2, ainsi que sur les enjeux de ce travail de thèse. Le chapitre 2

détaille la méthodologie expérimentale, en se concentrant sur le développement de

la configuration spectroscopique FWM, et les méthodes théoriques sous-jacentes à

l’analyse des données.

Les chapitres suivants présentent les résultats principaux :

• Chapitre 3: Analyse des dynamiques de cohérences de populations des exci-

tons anisotropes dans le ReS2 à résonance optiques, révélant leur robustesse en

fonction de la puissance d’excitation optique, la température et le nombre de

couches.

• Chapitre 4: Explore la dynamique des excitons dans une hétérostructure

MoSe2-graphène, démontrant des changements significatifs dans le comporte-

ment des excitons dus à l’influence du graphène. Notamment une influence sur

es des dynamiques de population, des échelles de temps de mécanisme de dif-

fusion et de transfert excitonique, ainsi et une augmentation du désordre dans

l’environnement excitonique.

• Chapitre 5: Se concentre sur les excitons localisés dans le nitrure de bore

hexagonal (hBN), réalisant une analyse statistique à grande échelle des spectres

de photoluminescence liés aux défauts. Les résultats révèlent des familles spec-

trales distinctes pour les émissions de défauts et démontrent une méthode pour

contrôler la formation des défauts avec des propriétés d’émission spécifiques via

uen sélection de la morphologie des feuillets bidimensionnels.

En explorant les propriétés excitoniques des matériaux vdW et des

hétérostructures à l’échelle microscopique, cette thèse apporte une contribution

significative à la compréhension fondamentale des systèmes semi-conducteurs 2D
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tout en ouvrant de nouvelles perspectives pour des applications potentielles en

optoélectronique et en technologies quantiques. Les prochains défis à relever grâce

à cette configuration expérimentale unique, développée dans le cadre de ce travail,

concernent l’étude approfondie des systèmes localisés présents dans les hôtes bidi-

mensionnels semi-conducteurs.

Structure de bande et excitons dans

les matériaux van der Waals

Matériaux de Van der Waals

Les matériaux bidimensionnels (2D) de Van der Waals (vdW) sont constitués de

couches atomiquement fines avec des liaisons covalentes fortes dans le plan et des

liaisons vdW faibles entre les couches successives [1]. Cette liaison inter-couches faible

permet d’extraire des monocouches thermodynamiquement stables. Le graphène,

premier matériau 2D découvert, a ouvert la voie à des recherches approfondies et à la

découverte de matériaux tels que les dichalcogénures de métaux de transition (TMDs,

de formule générale MX2, où M = Mo, W, et X = S, Se), le phosphore noir, le nitrure

de bore hexagonal (hBN) et le silicène. Les propriétés de ces matériaux dépendent

du nombre de couches ; par exemple, le MoS2 passe d’un gap indirect à un gap direct

sous forme de monocouche [2,3]. L’empilement de matériaux vdW permet de former

des hétérostructures avec des propriétés électroniques et optiques modulables. Cette

thèse s’intéresse particulièrement au hBN, au disulfure de rhénium (ReS2) et à des

structures vdW avancées comme les hétérostructures MoSe2-graphène.

Le graphène

Le graphène est une monocouche d’atomes de carbone arrangés dans une structure

en nid d’abeilles. L’hybridation sp2 des orbitales 2s, 2px et 2py du carbone forme

des liaisons σ, tandis que les orbitales 2pz restantes forment des liaisons π. Les

propriétés électroniques clés du graphène découlent des bandes π [4–6]. La maille

cristalline du graphène comprend deux sous-réseaux (A et B), avec des voisins les
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plus proches séparés par a = 1.42 Å. La cellule unitaire contient deux atomes de

carbone, conduisant à un réseau de Bravais hexagonal. La structure du réseau génère

une première zone de Brillouin hexagonale avec des points de haute symétrie tels que

K, K ′ et Γ. Ces points jouent un rôle central dans les propriétés électroniques du

graphène. La structure de bande d’énergie du graphène présente une forme conique

près des points K, où les électrons se comportent comme des fermions de Dirac sans

masse. Ce comportement unique confère au graphène une conductivité électrique et

thermique extrêmement élevée, une grande résistance mécanique et une transparence

pour la lumière dans le spectre optique [5–7].

Les dichalcogénures de métaux de transition (TMDs)

Les TMDs ont pour formule générale MX2, où M est un métal de transition (par

ex: Mo, W) et X un chalcogène (par ex: S, Se). Leur structure en couches se

caractérise par des liaisons covalentes fortes dans le plan et des interactions vdW

faibles entre les couches [8]. Une monocouche est composée d’un réseau hexagonal

d’atomes métalliques de transition pris en sandwich entre deux couches d’atomes de

chalcogène. La structure cristalline peut être prismatique trigonale (phase H) ou

octaédrique (phase T) [8]. Les séquences d’empilement définissent des polymorphes

comme 2H (AbA bAb) ou 1T′ (octaédrique déformée) [9].

TMDs du groupe 6

Les TMDs du groupe 6, tels que MoS2, MoSe2, WS2 et WSe2, suscitent un intérêt

particulier en raison de leurs propriétés semi-conductrices et de leurs caractéristiques

électroniques modulables. Les monocouches de ces matériaux présentent un gap di-

rect, avec des valeurs de gap comprises entre 1.1 eV et 2.0 eV selon le matériau et

le degré de contrainte [10]. Ces matériaux sont particulièrement attrayants pour les

applications optoélectroniques en raison de leur forte interaction lumière-matière et

de la grande énergie de liaison excitonique, pouvant dépasser plusieurs centaines de

meV. La nature du gap électcronique est très sensible au nombre de couches, devenant

indirect dans les formes bi-couches ou massives. Dans les monocouches, le fort cou-

plage spin-orbite entrâıne une division significative de la bande de valence aux points

K, induisant un effet de verrouillage spin-valléee [11]. Cette propriété à ouvert la

voire à l‘émergence de la valleytronique.
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De plus, ces TMDs présentent de hauts rendements quantiques de photolumi-

nescence, les rendant adaptés aux dispositifs émetteurs de lumière. La présence de

différents états excitoniques, y compris les excitons neutres (X0), les excitons chargés

(trions, X−) et les biexcitons (XX), enrichit davantage leur photophysique [12]. Le

dopage, les contraintes et les champs électriques peuvent être utilisés pour moduler

ces propriétés excitoniques, offrant une grande polyvalence pour l’ingénierie des dis-

positifs.

Les excitons dans les TMDs du groupe 6 : Polarisation des

vallées et couplage spin-orbite

Les monocouches de TMDs, telles que MoX2 et WX2, présentent une symétrie

réduite par rapport à leurs homologues massifs. En particulier, l’absence de symétrie

d’inversion entrâıne la formation de deux vallées distinctes dans la zone de Brillouin

: les vallées K+ et K−. Ces vallées sont cruciales pour la formation des excitons

dans ces matériaux. Les excitons dans les TMDs sont fortement influencés par la

polarisation de la lumière incidente. Une lumière polarisée circulairement à droite

excite les excitons dans la vallée K+, tandis qu’une lumière polarisée circulairement

à gauche excite ceux de la vallée K−. Cette excitation sélective des vallées permet

de préserver la polarisation des vallées lors de la recombinaison des excitons, ce qui a

des implications importantes pour la valleytronique, exploitant les degrés de liberté

des vallées pour le traitement de l’information [8, 12–16].

Un aspect important des monocouches de TMDs est le couplage spin-orbite (SOC).

L’intensité du SOC est beaucoup plus élevée dans les TMDs que dans des matériaux

comme le graphène, en raison de la présence d’atomes métalliques de transition lourds

et d’orbitales d. Ce couplage entre les degrés de liberté spin et vallée conduit à des

comportements excitoniques et des transitions optiques uniques [12, 13].

Disulfure de rhénium (ReS2)

Contrairement aux TMDs du groupe 6, le disulfure de rhénium (ReS2) est un TMD

du groupe 7 encore peu étudié, mais qui suscite un intérêt croissant en raison de

ses propriétés anisotropes uniques et de son faible couplage inter-couches. À la

différence des TMDs du groupe 6, le ReS2 présente une structure cristalline haute-
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ment anisotrope. Cette anisotropie provient de sa structure cristalline octaédrique

déformée, qui entrâıne des dipôles excitoniques orientés dans différentes directions du

plan. Cette structure confère des caractéristiques unidimensionnelles remarquables

aux excitons le long des châınes de rhénium. Les propriétés structurales uniques du

ReS2 en font un matériau intéressant pour explorer de nouveaux phénomènes optiques

et électroniques, et son faible couplage inter-couches en fait un excellent candidat pour

l’étude des dynamiques excitoniques dans les systèmes 2D multifeuillets [17–21].

Expérience de microscopie par

mélange à quatre ondes (FWM)

Configuration expérimentale

Une configuration expérimentale originale de microscopie ultrarapide cohérente par

mélange à quatre ondes (FWM) a été développée dans cette thèse pour étudier

la dynamique des excitons dans les matériaux vdW. Cette configuration com-

bine une résolution spatiale limitée par la diffraction (typiquement ≤ 1 µm), une

résolution temporelle ultrarapide (environ 100 femtosecondes) et une résolution spec-

trale d’environ 30 µeV . Les techniques classiques non résonnantes de résolution tem-

porelle, comme la photoluminescence résolue en temps (PL), souffrent de canaux de

décroissance complexes en raison de leur nature non résonnante. Les techniques non

linéaires du troisième ordre, telles que la spectroscopie FWM résonnante, permet-

tent de surmonter ces limitations. Cependant, la spectroscopie FWM convention-

nelle est souvent limitée en résolution spatiale en raison de la sélection directionnelle,

nécessitant la récupération des phases spatiales. Pour résoudre ce problème, une

méthode novatrice a été développée, impliquant une modulation temporelle de la

phase optique des impulsions d’excitation, à l’aide de la méthode d’hétérodynage op-

tique combinée à l’interférométrie spectrale (SI). Cette technique permet l’utilisation

d’un objectif de microscope en géométrie colinéaire, atteignant une résolution spatiale

microscopique imitée par la diffraction.
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Modélisation du signal et hypothèses clés

Le mélange à quatre ondes (FWM) correspond, au plus bas ordre, à une réponse

non linéaire du troisième ordre d’un système excité par des impulsions optiques. La

séquence d’interaction entre le système, considéré pour simplifier comme un système

à deux niveaux, et les impulsions optiques est la suivante : la première interaction

optique génère une polarisation (ou cohérence) dans le système. La deuxième impul-

sion, retardée par rapport à la première, induit une population proportionnelle à la

polarisation générée par la première interaction. Enfin, la troisième interaction avec

cette population donne naissance au signal FWM. Le signal de FWM est ici décrit à

l’aide du formalisme de la matrice densité, en considérant d’une part l’interaction en-

tre un système à deux niveaux et une impulsion optique, et d’autre part la dissipation

et la relation due au couplage entre le système et son environnement via l’équation

de Liouville-von Neumann. Dans ce formalisme, les éléments diagonaux représentent

la population des états du système, tandis que les éléments hors-diagonaux décrivent

la superposition cohérente (cohérence) entre les états, prenant la forme des équations

de Bloch optiques (OBE). Les solutions des OBE peuvent être obtenues par une ap-

proche perturbative, où la matrice densité est développée en série en puissances (ex-

pansion perturbative) du champ d’excitation. Le champ optique peut être exprimé

en termes de champ électrique. Du point de vue macroscopique (ou de l’optique non

linéaire), l’observable d’intérêt est la polarisation macroscopique. Cette grandeur

est liée aux variables microscopiques, par la valeur moyenne de l’opérateur dipolaire.

Enfin, les composantes linéaires de la polarisation non linéaire du troisième ordre con-

tribuent à la réponse du système d’ordre supérieur, formant le signal FWM. La solu-

tion générale complexe des OBE peut être simplifiée en utilisant plusieurs hypothèses

clés. Tout d’abord, un ordre temporel strict des impulsions est supposé, avec un

certain délai entre chaque paire d’impulsions. Ces impulsions ne se superposent pas,

et chaque interaction à un moment donné n’implique que l’impulsion correspondante.

Deuxièmement, la limite de l’interaction quasi-instantanée est utilisée, où les impul-

sions sont modélisées comme des fonctions delta en temps, avec un facteur de phase

correspondant à la fréquence et au vecteur d’onde appropriés. Cette approximation

fonctionne bien pour les systèmes où la durée de l’impulsion est bien plus courte que

le temps de déclin du système. Troisièmement, l’approximation des ondes tournantes

(RWA) est appliquée, ou seulement la contribution résonnante est considérée. La
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décroissance du signal FWM peut ainsi être analysée en intégrant la polarisation du

système dans le temps et en traçant son évolution en fonction des délais entre les im-

pulsions. En analysant la dynamique, les taux de décroissance i) de la superposition

cohérente γ (ou T2, temps de cohérence) et ii) de la population Γ (ou T1, temps de

vie) peuvent être retrouvés. Dans cette approche, nous considérons également une

distribution inhomogène d’excitons, où la réponse du troisième ordre conduit à un

élargissement inhomogène, dont la caractéristique est également étudiée.

Dynamique des excitons

anisotropes dans le disulfure de

rhénium (ReS2)

Ce chapitre décrits les résultats expérimentaux obtenus par microscopie de mélange

à quatre ondes sur les excitons dans le disulfure de rhénium (ReS2). Comment men-

tionnée dans le chapitre 2 le ReS2, un dichalcogénure de métal de transition du

groupe 7 (TMD), présente une forte anisotropie dans le plan en raison de sa phase

octaédrique déformée (1T′) et de la structure en châıne zigzag Re-Re le long de l’axe

cristallographique b [20, 22–24]. Cette configuration unique du réseau engendres des

excitons anisotropes aux caractéristiques quasi-unidimensionnelles sans e ingénierie

externe des contraintes. Contrairement au phosphore noir, le ReS2 reste stable dans

des conditions ambiantes, ce qui en fait un candidat prometteur pour les dispositifs

optoélectroniques sensibles à la polarisation [25–27]. De plus, le ReS2 conserve sa

réponse optique excitonique même sous forme de multicouches en raison d’un faible

couplage inter-couches, qui préserve sa structure électronique indépendamment du

nombre de couche. Cependant, des débats persistent concernant la nature de son gap

de bande diret l’origine précise de ses propriétés anisotropes [17, 18].

Les études résolues en temps permettent d’apporter des réponses clés sur ces

enjeux. Les études précédentes réalisées hors résonance, basées sur la photolumines-

cence résolue en temps et la spectroscopie de pompe-sonde, ont fourni des échelles

de temps de décroissance des excitons de 10 à 100 ps. Cependant ces approches, non
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résonnantes sont limitées par leur résolution temporelle et l’engagement d’autres dy-

namiques de relaxation pour la formation de l’exciton, masquant ainsi les dynamiques

intrinsèques de l’exciton. Également, dans les TMD de type MX2, l’élargissement in-

homogène dû à la contrainte à l’échelle nanométrique ou au désordre diélectrique

domine la largeur de raie des excitons. L’étendue de ce désordre et les propriétés de

cohérence des excitons dans le ReS2 n’avaient pas, avant nos études, été étudiées. La

configuration de microscopie FWM développée lors de cette thèse est particulièrement

adaptée pour répondre à ces questions.

En utilisant la microscopie de FWM, nous étudions la dynamique de cohérence

et de population des excitons anisotropes dans le ReS2 en focntion de différents

paramètres tels que la température, la puissance d’excitation et l’épaisseur de

l’échantillon (nombre de feuillets). En premier lieu, nous avons observé un temps

de cohérence (T2) des excitons de l’ordre des centaines de femtosecondes. De plus, les

largeurs de raies des excitons étaient principalement élargies de manière homogène, in-

diquant un désordre négligeable dans le ReS2 nu. Ensuite, nous explorons l’évolution

de la largeur de raie homogène (γ) sous différentes conditions. Tout d’abord, en fonc-

tion de la température, la cohérence des excitons dans le ReS2 montre une remarquable

résistance aux augmentations de température, avec une dynamique de cohérence

qui reste observable même à température ambiante. Nous observons également une

dépendance linéaire de γ avec la température, ce qui signifie que l’augmentation de

la décohérence induite par la température a une très faible contribution des phonons

optiques et est plutôt dominée par la diffusion des phonons acoustiques. Ces com-

portements inhabituels contrastent fortement avec les systèmes MX2, où la cohérence

devient indétectable au-dessus de 120 K dans des conditions similaires et où) en fonc-

tion de la température montre une contribution significative des phonons optiques.

Nos résultats concluent à une robustesse particulière des excitons de ReS2 face à la

décohérence induite par la température.

Parallèlement, nous observons un très faible déphasage induit par l’excitation

(EID), à mesure que la puissance d’excitation augmente. D’après nos résultats

obtenus à une température de 4 K, nous déduisons un EID d’un ordre de grandeur

plus petit dans le ReS2, par rapport aux autres TMD de type MX2 [28–31]. De plus,

les valeurs extraites de γ montrent un très faible changement en fonction du nombre

de couche ReS2.

D’autre part, la dynamique de décroissance de la population (obtenue cette fois
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à partir de mesures FWM à trois impulsions) présente un comportement complexe

multi-exponentiel, avec des échelles de temps variant de 150 fs à plusieurs nanosecon-

des. Une telle dynamique complexe est due à une combinaison de l’émission radiative

des excitons dans l’état fondamental et de la diffusion avec des états excitoniques

noires. Nous observons une réduction des trois échelles de temps avec l’augmentation

de la température et de la puissance d’excitation. Cependant, très peu de changement

est observé avec l’épaisseur variable du feuillet, confirmant que la structure de bande

du ReS2 n’est pas ou peu dépendant du nombre de couche atomique.

Pour conclure, nos résultats indiquent que le ReS2 multicouche présente des

valeurs de T1 et T2 similaires à celles des monolayers MX2 à gap direct (à basse

température et faible puissance). À l’inverse, le système multicouche de MX2 tel que

MoSe2, montre des durées de vie et de cohérence d’un ordre de grandeur plus courtes

en raison du couplage inter-couches. Nos observations soutiennent donc l’hypothèse

que ReS2 possède une structure à gap direct, et ce, indépendamment du nombre de

couches [20, 32]. Nos résultats confirment également le potentiel du ReS2 pour des

applications optoélectroniques et la photonique ultrarapides, où la stabilité et le faible

désordre sont essentiels.

Dynamiques des excitons dans les

hétérostructures MoSe2-graphène

Le MoSe2, un matériau vdW largement étudié, présente un gap direct et des excitons

brillants avec de fortes énergies de liaison dans sa forme monomono-couche [8,12–16].

Sa compatibilité d’assembalge avec d’autres matériaux vdW permet la formation

d’hétérostructures, offrant ainsi des opportunités pour explorer de nouvelles propriétés

excitoniques [9,12,13,33]. Ce chapitre examine les dynamiques des excitons dans une

hétérostructure MoSe2-graphène.

L’échantillon étudié, préparé par nos collaborateurs (le groupe de Stéphane Berci-

aud) à l’IPCMS de Strasbourg, consiste en un monomono-couche de MoSe2 encapsulé

dans du hBN et partiellement empilé avec du graphène. Les propriétés excitoniques

de l’hétérostructure sont influencées par les interactions aux interfaces dues à l’échelle
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atomique des couches et à la distance inter-couche sub-nanométrique [5]. Nous ex-

aminons les effets de couplage entre le graphène et le MoSe2 sur les dynamiques des

excitons, en nous concentrant sur les échelles de temps et la nature des mécanismes de

couplage dominants. L’interaction entre le graphène et le MoSe2 peut être statique ou

dynamique (induite par photon). Le graphène introduit un canal de décroissance non

radiatif (τG) pour les excitons dans l’hétérostructure, via des processus dynamiques

tels que le transfert de charge ou d’énergie [5,33–36]. Des études antérieures, y compris

des mesures de photoluminescence résolue en temps (TRPL) sur le même échantillon,

estiment que l’échelle de temps de transfert d’énergie vers le graphène est d’environ

2.5 ps [5], ce qui est cohérent avec d’autres rapports [33–35]. Cependant, l’excitation

non résonante dans ces étudesne permat pas d’explorer les dynamiques ultrarapides

(inférieures à 1 ps).

Dans cette étude, nous comparons deux emplacements sur l’échantillon : Gr-1L

(MoSe2 - monomono-couche de graphène) et Gr-2L (MoSe2 - bilayer de graphène) avec

un emplacement de référence (uniquement MoSe2). Les mesures de PL effectuées sur

ces emplacements montrent immédiatement des changements significatifs en présence

de graphène : absence de trion, décalage vers le rouge du pic des excitons (de 10

meV) et une quenching (réduction) de l’intensité de la PL des excitons d’un fac-

teur ≈ 20. Ces effets sont cohérents avec des mesures précédentes effectuées sur des

hétérostructures TMD-graphène similaires [5,6,33–37]. La réduction de l’intensité de

la PL des excitons est causée par un processus dynamique de transfert d’exciton ou

transfert de charge net vers le graphène [5, 33, 34].

Suite à la caractérisation par photoluminescence (PL), nous effectuons des

mesures de mélange de quatre ondes résonantes (FWM) à trois endroits distincts de

l’échantillon. L’analyse des données FWM (à deux impulsions) nous permet d’extraire

à la fois la largeur de raie homogène (γ) et la largeur de raie inhomogène (σ) en util-

isant la méthodologie décrite dans les sections précédentes. Nos résultats indiquent

que l’élargissement inhomogène joue un rôle clé dans la dynamique des excitons au

sein de cette hétérostructure. Notamment, le comportement de σ en fonction de la

puissance d’excitation diffère considérablement entre l’emplacement de référence et les

deux autres emplacements (avec graphène). À l’emplacement de référence, σ diminue

légèrement avec l’augmentation de la puissance, tandis qu’en présence de graphène,

σ montre une augmentation prononcée. Fait intéressant, cette variation de σ est

corrélée au changement des es dynamiques excitoniques observées dans l’échantillon.
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À partir des mesures FWM à trois impulsions, nous identifions trois échelles de

temps de décroissance distinctes : T11 (allant de 370 fs à 1.5 ps), T12 (5 à 30 ps) et T13

(50 à 830 ps). Ces échelles de temps de décroissance de la population sont principale-

ment en accord avec des études précédentes sur les excitons dans les monocouches

de MoSe2 [28,31,38,39]. Nos résultats montrent que la présence de graphène affecte

principalement la composante de décroissance longue (T13), qui diminue d’environ la

moitié par rapport à l’emplacement de référence, tandis que les échelles de temps plus

courtes (T11 et T12) restent inchangées. Cela met en évidence une échelle de temps de

couplage longue (≈ 100 ps) entre les excitons dans MoSe2 et le graphène, qui pourrait

être attribuée à un transfert de charge net plutôt qu’au transfert d’énergie de quelques

picosecondes rapporté dans des études précédentes [5, 33–35, 40]. La différence en-

tre nos résultats et les études précédentes peut s’expliquer de la manière suivante.

L’excitation résonnante utilisée dans notre étude implique principalement des exci-

tons liés au niveau de transition fondamental, excluant les paires électron-trou libres

et les “excitons chauds”. Dans ce régime, les mécanismes de diffusion exciton-exciton

dominent les dynamiques de population, pouvant prévenir l’observation d’éventuels

processus de couplage à court terme avec le graphène. En revanche, les expériences

non résonantes excitent des “excitons chauds”, qui se relaxent et peuplent des états

d’excitons sombres, réduisant la densité d’excitons brillants au niveau fondamental

et laissant ouverte la possibilité d’un transfert rapide vers le graphène. Pour mieux

résoudre ces mécanismes, une spectroscopie Raman résonante résolue netemps pour-

rait être employée pour surveiller les niveaux de dopage dans le graphène à des échelles

de temps de dizaines de picosecondes, offrant plus de clarté sur les dynamiques de

couplage dans de telles hétérostructures.

En parallèle de l’effet du graphène sur T13, la décroissance la plus rapide, T11

montre un comportement intéressant avec la puissance d’excitation (P). T11 en fonc-

tion de P reflète la tendance observée pour σ : T11 diminue avec P à l’emplacement de

référence, mais augmente à Gr-1L et Gr-2L. Cela peut être expliqué par la localisation

des excitons, ce qui ralentit le processus de décroissance radiative [30,41]. En effet un

désordre plus élevé du potentiel perçu par les excitons, reflété par une augmentation

de σ, induit une localisation spatiale de ces derniers, et ainsi un temps de vie T11

plus long. De plus, le comportement de la largeur de raie homogène γ avec la puis-

sance d’excitation suit également les changements de σ et T11. À des puissances plus

élevées, γ augmente pour tous les emplacements, mais à l’emplacement de référence,

16



γ augmente plus rapidement qu’à Gr-1L et Gr-2L. À l’emplacement de référence, le

temps de décohérence, T2, est limité par la durée de vie. L’augmentation de γ avec

une puissance plus élevée, à cet emplacement, est causée par une diminution de T11,

en raison d’une réduction de σ. À Gr-1L et Gr-2L, cependant, la décohérence est

gouvernée par des mécanismes de dépahsage, tels que la diffusion exciton-exciton,

entrâınant un taux d’augmentation de γ avec la puissance plus élevé.

Cette étude est la première à utiliser une excitation résonante avec une résolution

temporelle de ≈ 100 fs et une détection sensible à la phase sur une hétérostructure

MoSe2-graphène, fournissant de nouvelles perspectives sur la dynamique des excitons

et des interactions exciton-graphène.

Analyse statistique de l’émission

des défauts quantiques dans le hBN:

familles spectrale et influence de la

morphologie des feuillets

Ce chapitre se concentre sur les propriétés optiques des systèmes confinés zéro-

dimensionnels (0D), spécifiquement les émetteurs de photons uniques (SPEs) dans le

nitrure de bore hexagonal (hBN). Le hBN a suscité une grande attention ces dernières

années abritant des émetteurs quantiques photostables à température ambiante avec

une émission sur une large plage de longueurs d’onde. Cependant, l’identification des

défauts responsables de ces émissions reste un défi en raison de la dispersion spectrale

et de la nature complexe des raies d’émission des défauts.

Cette étude aborde l’identification spectrale des familles d’émission de défauts

dans des nanofeuillets de hBN exfoliés en phase liquide. Un ensemble de données de

87421 spectres PL a révélé 8307 raies zéro-phonon (ZPL), permettant l’identification

de 11 clusters d’émission spectrale ZPL distincts. Ces résultats contredisent

l’hypothèse d’une distribution continue des énergies de défauts, fournissant de nou-

velles perspectives sur les origines microscopiques des émetteurs. De plus, l’étude
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démontre comment la morphologie des nanofeuillets de hBN influence la formation

des défauts, permettant un contrôle précis des espèces de défauts.

Les échantillons de cette étude ont été préparés à partir de nanofeuillets de hBN ex-

foliés en phase liquide, suspendus dans une solution eau-éthanol, puis déposés sur des

substrats Si/SiO2 après traitement par ultrason et centrifugation. Une caractérisation

par diffusion dynamique de la lumière (DLS) a été réalisée pour déterminer la dis-

tribution de taille des feuillets avant le dépôt. Deux échantillons ont été préparés :

l’échantillon A (taille des feuillets variant de 80 à 160 nm) et l’échantillon B (taille

des feuillets variant de 130 à 250 nm et de 9 à 14 µm). Un système micro-PL confo-

cal maison (NA de 0.6, objectif 50×, excitation laser continu à 532 nm) a été utilisé

pour obtenir des cartes PL hyperspectrales, avec un pas de 1 µm. Les cartes ont

été analysées à l’aide d’un algorithme de détection de pics développé lors de cette

thèse. Cet algorithme permet de classer automatiquement les spectres de raies zéro-

phonon (ZPLs) et ceux des bandes latérales de phonons (PSBs). Un histogramme de

8307 ZPLs de défauts identifiés a révélé une distribution énergétique discrète, con-

trairement aux hypothèses précédentes d’un spectre d’émission continu et aléatoire.

Onze familles distinctes de défauts, étiquetées F1 à F11, ont été identifiées dans la

plage de 1.6 à 2.2 eV. Notre approche statistique nous a également permis d’extraire

des paramètres clés des défauts, tels que les largeurs de raies d’émission, la den-

sité spatiale des défauts, et les facteurs de Franck-Condon. Après avoir identifié les

familles spectrales, nous avons exploré la possibilité de contrôler la formation des

défauts en ajustant les paramètres relatifs à la morphologie des feuillets : la densité

d’agglomération des feuillets et la taille des feuillets. La distribution spectrale de

l’énergie des défauts en fonction de ces paramètres a révélé des différences distinctes,

démontrant ainsi la formation sélective des familles de défauts.

Nos résultats offrent des informations clés sur les origines microscopiques des

émetteurs dans les hôtes hBN. Nous mettons en évidence l’espacement spectral en-

tre les familles de défauts comme un paramètre crucial pour les études théoriques,

offrant une approche plus fiable que les valeurs d’énergie absolues, qui sont difficiles

à déterminer. De plus, nous démontrons que la morphologie des hôtes hBN influence

fortement la distribution spectrale des familles de défauts. En contrôlant la taille

et l’agencement des feuillets par des méthodes simples comme la centrifugation et

le dépôt par gouttelette, nous montrons qu’une variété de défauts peut être générée

sélectivement tout en maintenant une densité de défauts élevée, offrant une alternative
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évolutive aux techniques coûteuses d’ingénierie des défauts.

Conclusion

Cette thèse explore les dynamiques intrinsèques des excitons dans les matériaux de

van der Waals , en se concentrant sur les TMDs et les hétérostructures à base de

TMDs. Grâce à une technique originale résolue en temps de microscopie cohérente

de mélange à quatre ondes, nous avons étudié les excitons dans le ReS2, mettant en

évidence une dynamique excitonique cohérente homogène, et particulièrement robuste

en fonction de la température, de l’excitation optique et du nombre de feuillets. Dans

une hétérostructure MoSe2-graphène, nous avons identifié un processus de transfert

de charges à long terme vers le graphène, ainsi qu’un effet inédit, dépendant de la

puissance, du graphène sur l’élargissement inhomogène des excitons. Cela a con-

duit à des modifications des échelles de temps rapides de décroissance de population

et de l’élargissement homogène. En outre, nous avons réalisé une analyse statis-

tique des émissions de défauts dans le hBN à l’aide de la spectroscopie de micro-

photoluminescence. Nos résultats remettent en question l’idée d’une distribution

aléatoire des énergies spectrales, révélant une discrétisation claire des distributions

d’énergie d’émission. Par ailleurs, ces travaux fournissent des informations sur les

origines microscopiques des défauts et une méthode intéressante pour fabriquer des

défauts avec une énergie d’émission définie.
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Introduction

Van der Waals (vdW) materials consist of covalently bonded atomic layers, connected

by weak vdW force. Although these materials have been known to scientists for a

long time, it wasn’t known whether it is possible to isolate individual layers of such

materials. This changed in 2004, when Novoselov et. al. [42] managed to isolate

a single layer of graphite (named graphene), using the now famous “scotch tape”

technique. He showed that such monolayer is not only thermodynamically stable,

but gives rise to drastically different properties compared to the bulk form of the

same material. This discovery launched a subfield of solid state physics known today

as “2D materials” and led to the discovery of a plethora of such materials. Among

these, Transition metal dichalcogenides (TMDs) have garnered a particularly strik-

ing amount of scientific curiosity and effort. This is due, among other factors, to

its unique flexibility and tunability, and, from an optical standpoint, efficient light-

matter coupling and exceptionally high exciton binding energy. Additionally, it offers

unique control over excitons through spin-valley locking and enables single-photon

emission from defects and bound excitons [11, 43]. Moreover, such 2D systems allow

the formation of heterostructures consisting of stacked monolayers or few layers from

different 2D materials, exhibiting unique properties, not found in the individual con-

stituent materials. These heterostructures offer unprecedented possibilities for engin-

nering the electronic and optical properties of vdW materials. In addition to offering

significant opportunities for fundamental research into excitonic properties, vdW ma-

terials present possess potential for applications in optoelectronics, valleytronics, and

quantum technologies [13, 43–45].

Despite significant research efforts aimed at understanding the excitonic properties

in vdW materials, many questions remain unanswered. In particular, the coherence

and population dynamics of excitons in TMDs continue to be the subject of ongoing

debates. A notable example is rhenium disulfide (ReS2), a group 7 TMD, which ex-

hibits anisotropic excitons and features weak interlayer coupling, making it a highly

promising candidate for device applications [17–21]. However, the dynamic properties

of excitons in ReS2 are still largely unexplored. Even for a more extensively stud-

ied TMD like molybdenum disulfide (MoSe2), key aspects of exciton dynamics such

as, the timescale of radiative decay of excitons and the mechanisms underlying exci-
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ton scattering into dark states, require further investigation. Furthermore, excitonic

properties in vdW heterostructures present a fascinating area of study with numerous

opportunities for fundamental research and device integration [5,33,35,37,40,46,47].

The excitonic properties in these advanced structures have not been extensively stud-

ied, offering considerable potential for further investigation. In particular, the inter-

action between excitons in TMD layers and adjacent layers in a vdW heterostructure,

and the resulting impact on excitonic dynamics, warrants more in-depth investiga-

tion. This will not only deepen our understanding of these systems but also enable

fine-tuning of excitonic properties, unlocking the potential of these structures for

applications in optoelectronics, photonics, and valleytronics.

In both bare vdW materials and their heterostructures, the interactions of bright

excitons with phonons, other excitons, and local disorder centers at the microscopic or

even single-system level play a critical role in shaping the excitonic properties [29,30,

38,48,49]. To address these questions, resonant optical techniques, such as four-wave

mixing (FWM) spectroscopy, are particularly suitable [28, 50, 51], as they provide a

direct method for investigating exciton coherence and population dynamics at the

resonant level. However, sample parameters such as strain, local doping, number of

layers, and mechanical defects can vary significantly on a microscopic scale. Therefore,

a microscopic approach is essential to tackle these questions. However, coupling

resonant spectroscopy with a microscopic approach is quite a challenge, and this

forms the core of the work presented here.

The primary objective of this thesis is to study the dynamic properties of exci-

tons in vdW materials. We study the coherence and population dynamics of excitons

in such materials as a function of various environmental parameters like excitation

power density, temperature and crystallographic environment. We also investigate

the possibility of engineering the properties of excitonic systems in these materials.

Through this investigation, this thesis aims to answer questions regarding the funda-

mental properties of the studied materials and at the same time, reveal their potential

for application. In order to study the exciton dynamics, we have developed a state of

the art resonant four wave mixing (FWM) experimental setup, combining ultrafast

temporal resolution, diffraction limited spatial resolution and 300 µeV spectral reso-

lution. This setup utilizes optical heterodyne detection and spectral interferometry.

It allows us to extract both the coherence and population dynamics of excitons in

vdW materials.
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In chapter 1, some fundamental excitonic properties in vdW materials will be

provided. The will focus on the properties of vdW materials that are relevant for

this thesis and will give the readers the concepts necessary to follow the work in this

thesis. These materials are: graphene, group-6 TMDs and one particular group-7

TMD: rhenium di-sulfide (ReS2). This chapter will also provide an idea about the

underlying motivation behind this work.

Chapter 2 will provide the essential concepts and experimental methodology re-

quired to fully grasp the findings presented in later chapters. While the more tradi-

tional and straightforward aspects such as the sample preparation methods and initial

characterization technique will be briefly covered, the chapter’s primary focus will be

on the development of a state of the art FWM microscopy experimental setup. The

theoretical foundation supporting this technique will be explained in detail, including

the derivation of key equations used to fit the data in subsequent chapters. A full dis-

cussion of the experimental setup design, with all its details, falls beyond the scope of

this thesis. Instead, a practical overview will be provided, focusing on the key aspects

necessary to understand how the time-resolved measurements are conducted and how

to interpret the results.

The three subsequent chapters will describe in detail the obtained results in this

work. The coherence and population dynamics of anisotropic excitons in ReS2 will

be presented in chapter 3. The associated discussion will highlight the exceptional

robustness of the dynamic properties with respect to optical power, temperature, and

the number of layers, with the latter offering significant insights into the nature of

the electronic bandgap of such materials.

Chapter 4 will present the results obtained from a molybdenum di-selenide (MoSe2)

- graphene heterostructure. This chapter will demonstrate the changes in the dynamic

properties of excitons in a MoSe2 monolayer, due to the presence of graphene in the

local environment. We observe clear changes in the exciton population dynamics as

a result of interaction between the excitons in MoSe2 and graphene. We also esti-

mate a timescale characterizing this interaction and discuss our results in contrast to

previous studies on similar heterostructures. In addition, we observe a novel effect of

graphene on the local disorder in the exciton environment.

The results presented in chapter 5 is somewhat different compared to the preceding

chapters, as it focuses on localized excitons, and addresses the last stated objective

of this thesis: engineering the properties of excitonic systems in vdW materials. This
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chapter concentrates on a large scale statistical analysis of photoluminescence (PL)

spectra from defects in hexagonal boron nitride (hBN). The findings reveal that the

defects appear to form narrow set of spectral families distributed within the 1.6 to

2.2 eV energy range. The findings reveal a departure from a continuous distribution

of defect emission energies when the number of defects becomes statistically signifi-

cant. Additionally, a method is demonstrated to control the formation of defects with

specific emission energies using relatively simple sample preparation techniques.
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1 Bandstructure and excitons in van

der Waals materials

In this chapter, some background context to the systems of interest for this thesis

is provided. Van der Waals (vdW) materials will be introduced first, followed by

a description of the first 2 dimensional vdW material ever discovered: graphene.

The properties of excitons in semiconductors will then be described, followed by an

exploration of excitonic properties in some specific vdW materials studied in this

thesis.

1.1 Van der Waals materials

Two-dimensional (2D) vdW materials consist of atomically thin layers with strong

in-plane covalent bonds and weak van der Waals bonds between successive layers [1].

This characteristic property of weak interlayer bonding makes it possible to extract

very thin layers of such materials, even one-atom-thick monolayers from the bulk

crystal. These monolayers are thermodynamically stable. The most well-known ma-

terial of this type is graphene. Since the discovery of graphene in 2004, using the now

famous “scotch tape” technique [42], a significant amount of research has been done

on this topic, which led to the discovery of a whole library of such materials. These

include transition metal dichalcogenides (TMDs) of the form MX2, where M= molyb-

denum (Mo), tungsten (W), and X= sulfur (S), selenium (Se), and other materials

like black phosphorus, hexagonal boron nitride (hBN), silicene, etc. The properties of

these materials are largely dependent on the number of layers. For example, molyb-

denum disulfide (MoS2) and molybdenum diselenide (MoSe2) in their bulk form are

indirect bandgap semiconductors, but they transition from indirect to direct bandgap

semiconductors as the number of layers is reduced down to a monolayer [2, 3]. Fur-

thermore, it’s possible to stack multiple monolayers or multilayers of different vdW

materials to design heterostructures, which effectively opened up a tremendous num-

ber of possibilities in terms of tunability of electronic and optical properties. The

work in this thesis is focused on hexagonal boron nitride (hBN), rhenium disulfide

(ReS2), and advanced vdW structures such as MoSe2-graphene heterostructures. In
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the following sections, graphene will first be introduced to establish a foundational

understanding of 2D van der Waals (vdW) materials and to explain its relevance

as part of a heterostructure. Next, we will briefly discuss the general properties of

transition metal dichalcogenides (TMDs). This will be followed by an overview of ex-

citons, with particular attention to their properties in TMDs. Finally, a more detailed

discussion of the properties of MoSe2 and ReS2 will be provided.

1.2 Graphene

Graphene is a monolayer of graphite. It is an allotrope of carbon (C), consisting of

a single layer of C atoms arranged in a honeycomb pattern. The 2s, 2px, and 2py

orbitals hybridize to form three sp2 hybrid orbitals. In graphene, each C atom forms

a σ bond with its neighboring C atom through these sp2 orbitals. The remaining

unhybridized 2pz orbitals of neighboring C atoms form π bonds between each other.

In the bandstructure picture, the σ energy bands (bonding and antibonding) are

significantly far away from the Fermi energy level. The key electronic properties of

graphene are determined by the π energy bands [4–6].

1.2.1 Crystal structure

Graphene’s lattice structure can be considered triangular with a two-atom basis. In

other words, graphene’s lattice consists of two sublattices of one atom basis each,

referred to as A and B atoms. Figure 1.1a shows this crystal structure, with the

lattice vectors and the unit cell (shaded). Two neighboring A and B atoms are

separated from each other by a distance, a = 1.42 Å. The lattice basis vectors are

given by a1 = a
2
(3,

√
3) and a2 = a

2
(3,−

√
3). As shown in Figure 1.1a, the vectors δ1 =

a
2
(1,

√
3), δ2 = a

2
(1,−

√
3), and δ3 = −a(1, 0) connect each atom (A or B) to its next

nearest neighbor. Figure 1.1b demonstrates the hexagonal first Brillouin zone (BZ)

of graphene, with reciprocal lattice vectors b1 = 2π
3a

(1,
√

3) and b2 = 2π
3a

(1,−
√

3) [6].
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to be equal to 1 [52]. The energy dispersion is shown in figure 1.1c. The Fermi

energy (EF) is located where the valence and conduction bands meet, giving graphene

semi-metallic properties. The energy dispersion has a conical shape near EF and is

also symmetric around the K±points of the first BZ [4, 53]. Figure 1.1c shows an

enhanced view of the dispersion near these two inequivalent points (K+ and K−).

The dispersion relation is identical at these two points and an electron can occupy

any of these two degenerate states. These two points are referred to as K+ and K−

valleys. So, in addition to the spin, graphene provides a new degree of freedom for the

electron: valley degree of freedom. Near the K± points, the electron wavevector can

be expressed as k = K± + κ, where | κ |<| K± |. A Taylor expansion of the energy

dispersion with this wavevector definition gives the following expression (including ℏ

in the expression) [5]:

E± = ±ℏvF | κ | (1.2.2)

where vF = 3ta
2

= (1 × 106) ms−1 is known as the Fermi velocity. This linear relation

between the energy of the electron near the K± and the wavevector gives rise to the

conical shape of the dispersion shown in figure 1.1c. They are known as the “Dirac

cones”, and the two points K± are called Dirac points. The name originates from the

fact that the energy of the electrons at this point does not follow the usual quadratic

dispersion relation like in most solids. Instead, the energy dispersion relation is

linear, similar to that of relativistic particles with zero rest mass, mimicking the

equation: E =
√

p2c2 +m2c4, with m = 0. The wavefunction of the electrons at the

K± also obeys the Dirac equation for massless Fermions, instead of the Schrödinger

equation [4–6,52].

The Dirac Hamiltonians near the K± points:

HK+ = vFσ · p (1.2.3)

HK−
= vFσ

∗
· p (1.2.4)

where p = ℏκ and σ = (σxσy) is a vector, with Pauli matrices as its components.

This two-component Pauli vector σ does not operate on the real spin; rather, it

operates on the sublattice degree of freedom (A atoms or B atoms). This is referred

to as the “pseudospin” degree of freedom. This is just an alternate way to refer to

a specific lattice site, with pseudospin up referring to sublattice A and pseudospin

down to sublattice B.
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Electrons behaving as massless Dirac Fermions give rise to some highly unusual

properties in graphene. For example, graphene has remarkably high conductivity with

electron mobility of 104 cm2V−1s−1 at room temperature [5], extremely high thermal

conductivity (up to 5000 Wm/K) and mechanical strength (Young’s Modulus 1 TPa).

Additionally, graphene is highly transparent, transmitting about 97.4% of incident

light in the optical range. The high conductivity and transparency together make

graphene an ideal material for use as gate electrodes in solid-state optical devices.

Moreover, graphene is an attractive choice for use in vdW heterostructures, where its

unique properties can significantly influence the behavior of the adjacent materials.

For instance, graphene’s Fermi level EF lies within the bandgap of many transition

metal dichalcogenides (TMDs), enabling it to efficiently function as an electron ac-

ceptor in a TMD-graphene heterostructure. This interaction has the potential to give

rise to remarkable electronic and optoelectronic phenomena [5–7].

1.3 Transition metal dichalcogenide (TMD)

Transition metal dichalcogenides (TMDs) refer to a group of 60 materials. Most

of these materials have a layered structure with strong in-plane covalent bonds and

a weak out-of-plane van der Waals (vdW) force connecting the layers. The general

chemical formula of TMDs is MX2, where M represents a transition metal atom and X

refers to chalcogen atoms. According to the definition from the International Union

of Pure and Applied Chemistry (IUPAC), a transition metal atom has a partially

filled d orbital or can lead to a cation with a partially filled d orbital. Examples of

transition metals include Mo, W and Re. Whereas, the chemical elements in group

16 of the periodic table are known as chalcogens (six valence electrons, s2p4), S and

Se.

1.3.1 Crystal structure

A single layer of a layered TMD material features transition metal atoms typically

arranged in a hexagonal pattern, positioned between two layers of chalcogen atoms.

However, variations in atomic arrangements can occur depending on the specific

TMD. The thickness of a typical monolayer is on the order of a few angstroms. For in-

stance, a MoSe2 monolayer measures approximately 6–7 Å [10]. The transition metal

atom contributes 4 electrons from its partially filled d orbital to the in-plane covalent
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coordination of transition metal atoms and the number of d orbital electrons [8].

In both 1H and 1T phases, the nonbonding d orbitals lie between the bonding and

the antibonding orbitals. Partially filled nonbonding d orbitals can lead to metal-

lic behavior for a TMD, whereas completely filled d orbitals result in semiconduct-

ing properties [54]. For example, MoSe2 and MoS2 show semiconducting properties

in their 2H phase but transition to metallic behavior when their phases change to

1T [55, 56]. The 1H phase leads to a splitting of the d orbitals into three sets of de-

generate energy levels: dz2 (a1), dx2-y2,xy (e), and dxz,yz (e′). In contrast, the 1T phase

or octahedral coordination gives rise to two sets of degenerate levels: dz2,x2-y2 (eg)

and dyz,xz,xy (t2g). As for the effect of the chalcogen atoms, there is a general trend of

TMD bandgap decreasing with an increase in the atomic number of the constituent

chalcogen atoms [8, 12, 54].

1.3.2 Group 6 TMD: MoX2, WX2

Among the different materials in the TMD family, some of the most prominent and

well-studied ones are those originating from group 6 transition metals (Mo, W). Since

the emergence of 2D materials, these group 6 TMDs have garnered considerable atten-

tion due to their diverse properties and potential applications in optoelectronic and

valleytronic devices. A significant part of the results presented in this thesis concerns

this type of TMD. Group-6 TMDs are indirect semiconductors in their bulk form.

Examples include molybdenum disulfide (MoS2), molybdenum diselenide (MoSe2),

tungsten diselenide (WSe2), etc. These TMDs are usually stable in the 2H-phase

(trigonal prismatic), with a hexagonal crystal structure. They have the chalcogen

atom pz orbital and the transition metal atom d2z orbital providing the electronic

states at the Γ point of the hexagonal Brillouin zone. The valence band maximum

(VBM) is located at this point, with strong out-of-plane electronic state contribu-

tion and strongly affected by inter-layer interaction. The conduction band minimum

(CBM) is located halfway between Γ and K points (Γ −K). On the other hand, the

K± points have their electronic states mostly localized in-plane, contributed largely

by transition metal dx2−y2,xy orbitals and chalcogen atom px,y orbitals. There is a

direct transition at the K points, with a larger gap than the indirect gap between

the aforementioned VBM and CBM [14, 15]. If the number of layers is reduced, the

in-plane electronic states near the K remain more or less the same. But the energy
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gap between VBM and CBM at the Γ point and halfway along Γ −K keeps increas-

ing because of the aforementioned strong out-of-plane overlap of the corresponding

orbitals. Eventually, at the monolayer (ML) limit, the energy gap at the K point

becomes the lowest in the Brillouin zone, and so it hosts the new VBM and CBM.

This leads to the ML TMD becoming a direct bandgap semiconductor, with excitonic

emission getting stronger by orders of magnitude compared to bulk TMD [11,14,15].

1.4 Excitons

Excitons are a central concept in the work presented in this thesis. It is the relevant

optical signatures that we will follow in our experimental investigations of 2D systems.

The upcoming parts will be dedicated to introducing some key ideas and properties

associated with them.

Excitons are the primary or lowest electronic excitation in a semiconductor. In the

most simplified picture, if enough energy is provided to the semiconductor, an electron

will absorb the energy and jump to the conduction band, leaving behind an empty

“hole” (absence of electron) in the filled valence band. A hole has the opposite charge

(+1) compared to an electron. The wavevectors of an electron and hole are expressed

with opposite signs as well. An exciton is an electron-hole pair bound by Coulomb

interaction. Because they are bound by the Coulomb interaction, they are described

as not two different independent particles, but as a single bosonic quasiparticle with

slightly lower energy than the bandgap (Eg) [57]. The energy difference between the

exciton energy and the bandgap Eg is called the exciton binding energy. An exciton

can be considered a hydrogen-like system. Using the effective mass approximation,

the binding energy of an exciton in a 3-dimensional solid can be expressed as:

Eb(3D) =
µq4

2(4πϵ)2ℏ2
(− 1

n2
) ; n = 1, 2, 3, .... (1.4.1)

where, ϵ is the dielectric constant of the medium, q is the charge of an electron and

ℏ is the reduced Planck constant. If we denote the center of mass motion wavevector

of the exciton as K, we can write the total energy of an exciton as:

E =
ℏ
2K2

2M
+ Eb(3D) + Eg (1.4.2)

with,

M = me +mh (1.4.3)
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Here, me and mh are the electron and hole effective masses and K =| K |. The

first term on the right side of equation 1.4.2 corresponds to the kinetic energy of

the exciton. It is characterized by the center of mass wavevector K. For optical

wavelengths, the excitation light wavelength, λ, is much larger than the size of the

exciton, aX . Thus, the photon momentum 2π
λ

is not large enough to cause a significant

change in K. Hence, K can be approximated as 0. On the other hand, the binding

energy, Eb(3D), stems from the Coulomb interaction between the electron and hole,

leading to a series of transitions for the exciton similar to an electron in a hydrogen

atom. In equation 1.4.1, n = 1 corresponds to the ground state of the exciton, and

n = 2, 3, 4, . . . are the higher energy states [57, 58].

There are three different types of excitons in general: Frenkel excitons, charge

transfer excitons, and Wannier excitons. Among them, Wannier excitons are found

in most semiconductors and many van der Waals materials like TMDs. Wannier

excitons are excitons with weakly bound electron-hole pairs. These excitons have a

large Bohr radius, meaning their wavefunction is strongly delocalized and spread over

several lattice constants. For example, the exciton Bohr radius in gallium arsenide

(GaAs) is ≈ 13 nm [57], which is ≈ 23 times larger than the lattice constant.

There are several types of new quasiparticles that can originate from excitons

under certain conditions. One such quasiparticle that will be relevant for this thesis

is the trion. These quasiparticles consist of two electrons and one hole or two holes

and one electron. In other words, trions are fermions formed by an exciton interacting

with an electron (negative trion) or a hole (positive trion) [13].

1.5 Excitons in TMD

In a 2-dimensional solid, the confinement of electron motion in one direction leads to

a density of states (DOS) with steplike features, corresponding to discrete subband

edges. If we use a hydrogen-like model (similar to the case for a 3-dimensional solid),

we can write the binding energy expression as [5]:

Eb(2D) =
Eb(3D)

(n− 1
2
)2

; n = 1, 2, 3, . . . (1.5.1)

However, for a 2D system like a monolayer of TMD, the hydrogen model cannot

accurately predict the full Rydberg series of an exciton, particularly the lower energy

states (n < 3) in the series. Principally, the hydrogen model does not take into
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potential, which can be written in a simplified form as [60]:

Veff (r) = − 1

r0
[ln(

r

r + r0
) + (0.5772 − ln 2)e

− r
r0 ] (1.5.2)

r0 = 2πα2D (1.5.3)

Here, r is the electron-hole distance, r0 is the dielectric screening length, and α2D is the

2-dimensional polarizability. This form of potential introduces r0 as a cut-off length

and correctly represents the dielectric screening in a 2D material. Figure 1.4c shows

the comparative effective screening for short and long ranges. For r < r0, or in other

words, when n is small and the electron-hole distance is smaller than the screening

length, a large portion of the exciton’s electric field stays inside the 2D plane. The

effective screening is strong in this case, and the exciton’s behavior deviates from the

hydrogen model. In contrast, for r > r0, most of the electric field permeates outside

the 2D layer, and the effective screening is weak, leading to excitonic behavior similar

to the hydrogen model [5, 59, 60].

Exciton binding energy in monolayer TMDs increases, reaching values up to 0.9

eV, due to quantum confinement in one direction and reduced dielectric screening.

Because of such high binding energy, the optical signature of the excitons is visible

even at room temperature [11]. Furthermore, light-matter interactions in these mate-

rials are particularly efficient compared to traditional semiconductors, leading to an

absorption of about 10% [61].

1.6 Excitons in Group-6 TMD: Valley Polarization and Spin-

Orbit Coupling

As mentioned before, ML TMDs have reduced symmetry compared to bulk TMDs.

Particularly, the lack of inversion symmetry in ML TMDs leads to some very unique

properties. Because of this missing symmetry, the six corners of the hexagon-shaped

first Brillouin zone become divided into two distinct and inequivalent groups: K+

and K− points. Due to the momentum conservation law and the weak momentum

imparted by the photon, the interband transitions in Group-6 TMDs are almost

vertical from the valence to the conduction band. This, among other arguments, leads

to the formation of excitons around the minimum of the dispersion band, namely the

K± points. They are also known as K+ and K− valleys [8, 14, 15]. The formation of
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the spin and valley degrees of freedom are essentially coupled to each other, and the

opposite spin splitting at the two valleys give rise to unique transitions at each valley.

In contrast, the spin splitting in the conduction band is relatively small [8, 12–16].

Figure 1.5 shows a schematic diagram of the two valleys with their corresponding

spin splitting for MoX2 and WX2. It shows the opposite spin configuration at the

K+ and K− valleys. It also highlights that because of the opposite direction of spin

splitting in the conduction band for MoX2 and WX2, the allowed spin at the CBM

for these two types of TMDs is opposite to each other. The relative energy levels

between bright excitons and dark excitons (spin-forbidden transitions) depend on the

material, for example, in MoX2, the lowest energy transition (A exciton) is optically

bright, whereas the A excitons in WX2 are optically dark, and the opposite is true

for B excitons in both types of TMDs [11,15]. These interesting properties of TMDs

have attracted a lot of research, with important implications for valleytronics and

spintronics applications [44].

1.6.1 Exciton Dynamics in Group-6 TMDs

An exciton can be annihilated or lose its energy in a process called exciton relax-

ation or recombination. This can be accompanied by the emission of a photon with

the same energy as the exciton energy. This is referred to as radiative recombina-

tion. This is a spontaneous decay process, with a timescale (radiative lifetime) that

depends on the coupling between the exciton and the electromagnetic field of the

photon and on the Coulomb interaction between the electron and hole. On the other

hand, excitons can lose their energy without emitting a photon in a nonradiative re-

combination process. This can happen as a result of the exciton’s interaction with the

environment, each type of interaction giving rise to a new decay channel with its own

decay timescale. For example, excitons can be scattered by interaction with phonons,

other excitons, defects, or local disorder centers. These nonradiative decay channels

can have relatively longer decay timescales compared to radiative decay [5,28]. More

specifically for Group-6 TMDs, the population decay also depends on intervalley and

intravalley exciton scattering. The overall exciton population dynamics is dependent

on the interaction between radiative and non-radiative decay channels.

There has been a significant number of studies on the dynamic properties of ex-

citons in Group-6 TMDs, owing to their efficient light-matter coupling, spin-valley
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polarization, and high oscillator strength among other reasons [12]. However, key

questions about exciton dynamics in these materials remain unanswered, including the

interplay between radiative and non-radiative decay channels, and how these intrinsic

times are influenced by the surrounding environment (including in novel heterostruc-

tures). One of the objectives of this thesis, relying on the particular spectroscopy

presented in the next chapter, is specifically to address these dynamic properties at

optical resonance with approximately 100 fs temporal resolution, combined with a

microscopic approach.

1.7 Rhenium Disulfide (ReS2)

In contrast to the more prominent Group-6 TMDs, a relatively less studied Group-7

TMD is rhenium disulfide (ReS2). This material is one of the focuses of this thesis

due notably to its anisotropic properties and particularly weak interlayer bonding.

As mentioned before, TMD monolayers have reduced structural symmetry compared

to their bulk form. Such is the case for Group-6 TMD monolayers, as described in the

previous section. Despite this, they retain sufficient symmetry to prevent any in-plane

anisotropic properties. In contrast, this is not the case for the ReX2 (X=S, Se, ...)

family, which exhibits lower symmetry than Group-6 TMDs, resulting in pronounced

in-plane anisotropy. The cause of this further reduced symmetry can be understood

in terms of its crystal structure.

ReS2 is a diamagnetic semiconductor with a bandgap of 1.4 eV [64]. The crystal

structure of ReS2 is a distorted octahedral or 1T′ phase. Figure 1.6 shows a compar-

ative view of the octahedral 1T and distorted octahedral 1T′ crystal structures, with

top and side views along the crystallographic axis b. As shown in this figure, the

chalcogen atoms surround the metal atom in an octahedral or trigonal antiprismatic

configuration in the undistorted 1T phase. However, in the case of Re-based TMDs,

like ReS2, each Re atom has d3 electrons that allow it to bond with three nearby Re

atoms, forming a diamond chain (DC). The DC forms along the crystallographic b

axis, giving rise to a zigzag structure and also an out-of-plane bending of the chalco-

gen atoms. This distorted 1T′ structure results in a triclinic symmetry, leading to

some interesting properties. For example, it causes higher electron mobility along the

b axis. Due to the strong Re-Re bond, the crystal preferentially breaks along this axis

as well. The in-plane unit vectors get larger by a factor of 2. Finally, this distortion
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very small change in transition energy as the number of layers is increased (less than

100 meV redshift from monolayer to 11 layers) [67]. The emission intensity from

ReS2 excitons is enhanced when the number of layers is increased from monolayer,

in sharp contrast with Group-6 TMDs. This leads to the consideration of a few or

multiple layers of ReS2 as quasi-independent monolayers, combining the advantages

of monolayers with the robustness of the multilayer form. Combined with the degrees

of freedom arising from the in-plane optical anisotropy, this makes ReS2 a strong

candidate for multilayer device applications such as polarization-controlled optical

switches, transistors, photodetectors, and LEDs [18, 64].

Despite the potential for applications, many fundamental properties of ReS2 re-

main either unknown or under debate. For example, the nature of the fundamental

bandgap (direct vs indirect) of ReS2 is not yet fully agreed upon. A combined PL,

Raman spectroscopy, and reflectivity study claims an indirect bandgap for ReS2 [66].

Absorption edge measurements also support this hypothesis [21]. On the other hand,

a study using Angle-Resolved Photoemission Spectroscopy (ARPES) and Density

Functional Theory (DFT) calculations suggests the presence of a direct bandgap lo-

cated at the Z point (kz direction) of the hexagonal Brillouin zone [20]. Additionally,

a study combining transmission electron microscopy (TEM) and DFT calculations

also supports the possibility of a direct bandgap in ReS2 [67]. Figure ?? shows the

theoretically calculated (DFT) electronic band structure of ReS2 for both bulk and

monolayer, as reported in [20].

Similarly, the origin of the anisotropic properties continues to be the subject of

investigations, whether the excitonic species originate from a single high-symmetry

point of the Brillouin zone or from two different valleys related by space inversion [67–

69]. In this context, time-resolved experiments can provide valuable insight and help

determine the nature of the band structure in ReS2.

The dynamic properties of excitons in ReS2 are not very well known as well.

Non-resonant macroscopic transient absorption measurements suggest hot exciton

relaxation and exciton formation timescales on the order of 10 ps and exciton lifetimes

of 86 ps for few-layer ReS2. For monolayer ReS2, a similar exciton formation time

and a lifetime of ≈ 40 ps have been reported [70,71]. Non-resonant excitation of the

exciton generates a number of dynamic processes in addition to the intrinsic exciton

formation or population relaxation. A macroscopic resolution does not allow for the

dynamic properties of a single exciton to be studied independently of inhomogeneous
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2 Experimental and analysis

methods

In this chapter, the experimental techniques utilized in this thesis will be outlined.

The discussion will begin with the methods used for sample preparation. Two exper-

imental setups were developed for the work in this thesis: micro-photoluminscence

(µPL) spectroscopy and four wave mixing (FWM) microscopy. The basic principles of

photoluminescence will be discussed, followed by a description of the PL experimen-

tal setup. Following this, a comprehensive theoretical overview of four-wave mixing

(FWM) spectroscopy will be provided. The chapter will conclude with a detailed

description of the developed FWM microscopy setup.

2.1 Sample preparation

Some of the most prominent methods for preparing 2D vdW materials are mechan-

ical exfoliation, chemical exfoliation, chemical vapor deposition and molecular beam

epitaxy. For this thesis, mechanical exfoliation was used to prepare samples of TMD:

MoSe2 and ReS2. On the other hand, hBN samples were prepared with commercially

available liquid exfoliated flakes. Both methods of sample preparation will described

briefly.

2.1.1 Mechanical Exfoliation

Mechanical exfoliation and transfer is a well known method to separate one atom

thick monolayer or a few atom thick multilayer flakes of vdW materials from their

respective bulk form. This method is very convenient offering a relatively low cost

process, which is easy to implement in practice and provides high quality 2D layers.

Thin flakes fabricated in this way are stable in ambient condition and continuous

on a macroscopic scale, upto the order of millimeters [72]. The identification of 2D

layers deposited on a oxidized Silicon substrate is readily possible with an optical

microscope due to the fact that even a monolayer causes a noticeable change in the

optical contrast. This method allows for the combination of different 2D layered

materials without stringent requirements for lattice matching, enabling the creation
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of unique heterostructures with novel properties. These heterostructures will be the

subject of Chapter 4.

Mechanical Exfoliation is done using the “scotch tape” technique, as mentioned

before [42]. It was used to fabricate the first ever discovered 2D material, Graphene.

This process involves applying a peeling force with a tape causing tearing of the

layers of the bulk material. The material properties, geometry and exfoliation kinetics

control the strength of peeling and tearing. First, the bulk material crystal is placed

on a long piece of tape with a tweezer. The empty part of the tape is then folded

around to make contact with the bulk crystal slowly and subsequently pulled off

contact very fast, to provide the peeling force. This process is repeated multiple

times with different parts of the tape until the bulk material visibly looks thin (can

be estimated based on light reflection from the material). The next part of the process

is to transfer the thin flakes onto a substrate. For this thesis, two types of substrates

were used: Silicon with a thin layer of Silicon di-oxide (Si/SiO2) and quartz. The

substrates are cleaned with Acetone, Ethanol and Isopropanol, followed by oxygen

plasma cleaning. The part of the tape with the thin material is put into contact

slowly on a substrate of choice and rubbed on it without applying any considerable

force. Finally the tape is removed from the substrate extremely slowly, to ensure

the transfer of continuous thin flakes. The whole process was done in a clean room

dedicated for 2D material sample preparation. The transfer of the flakes onto the

substrate can also be done with a transfer machine available in the Stnano cleanroom

of the laboratory dedicated for this purpose. But most of the samples for the work

in this thesis is done with by hand transfer.

2.1.2 Deposition of liquid exfoliated flakes

Chapter 5 is dedicated to the study of quantum defects hosted in hexagonal Boron

Nitride (hBN). The samples for this study were prepared using liquid exfoliated hBN

nanoflakes. Basic information about this type of sample preparation is provided

here. More detailed explanations are available in Chapter 5. The liquid exfoliated

hBN flakes are commercially available as suspended in a water-ethanol (50% − 50%)

solution. In order to deposit these flakes on a substrate, first the substrate was cleaned

as mentioned before: with Acetone, Ethanol and Isopropanol, followed by Oxygen

plasma cleaning. The solution containing the flakes were sonicated in a ultrasonication

53



bath to break any agglomeration. Then the flakes were centrifuged at high rotation

speed (usually 8000 rpm), to isolate small flakes of roughly uniform size, on the

top part of the solution (supernatant) and the larger size flakes of mixed size at the

bottom part of the solution (precipitate). These two parts were separately extracted.

Depending on the motivation behind the sample preparation, either supernatant or

precipitated part of the solution was used. To deposit the flakes on the cleaned

substrate, three different types of deposition were used. The simplest deposition

method was to dropcast the solution onto the substrate and dry the solution. This

kind of deposition usually leads to large agglomeration of flakes on the substrate.

The second method involved the use of a simple stage (to hold the sample in place)

and motor. This “shaker” was used to introduce some rotational motion of the

substrate when the solution was dropped onto it. The motion helped disperse the

solution more uniformly, leading to less agglomeration of flakes compared to simple

dropcasting. The third method that was used was spin coating. The spin coating

machine provided the added benefit of offering different speed and acceleration of

rotational motion. Using spin coating to disperse the solution onto the substrate at

high speed, provided the least amount of flake agglomeration. However, almost 90%

of the solution would be lost in the process simply because the solution would be

thrown out of the substrate surface at high speed.

2.2 µ-Photoluminescence spectroscopy

2.2.1 Principles of Photoluminescence Spectroscopy

The micro-photoluminescence experiment played a significant role in this thesis. It

was used either to optically characterize the samples before conducting time-resolved

experiments or for self-consistent studies, such as the one on quantum defects in hBN

(Chapter 5). The principles of such spectroscopy is described in short here. Pho-

toluminescence spectroscopy is a contactless, nondestructive process to analyze the

electronic structure of materials, in particular the lowest optical transitions. In such

an experiment, the system under study is excited with photons, which are absorbed

by the material in a process called photo-excitation. In the electron picture in vdW

material, an incident photon promotes an electron to a higher energy state in the

conduction bands. The electron then relaxes or thermalizes (generally by emitting

phonons) to the lowest excited state, forming an exciton. The exciton can release
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this excess energy by emitting a photon and relaxing back to the ground state, in a

radiative recombination process. The collection and analysis of these emitted photons

is at the core of PL spectroscopy. Once spectrally resolved, the PL experiment allows

then the identification of the energy of the exciton (or the lowest optical transition).

On the other hand, the intensity of the collected photons provides information about

the strength of the optical transitions. Other more subtle information can also be

deciphered, such as the spectral and temporal stability of the system.

2.2.2 Micro-photoluminescence Setup

The µPL setup that was developed during this thesis is shown schematically in figure

2.1. In the presented work, the primary light source used for the PL experiment is

a continuous-wave laser with a wavelength of 532 nm. The light from the source is

directed towards the sample with a series of optical components. A dichroic mirror

on the laser path ensures that a part of the excitation laser at 532 nm is reflected.

At the same time, the PL signal from the sample (emitted at a higher wavelength)

is transmitted through the dichroic mirror almost completely (≈ 90%) and goes to

the detection line. A set of waveplates enable the control of excitation polarization.

As mentioned before, the experimental setup involves microscopy. So the laser is

focused onto the sample through a microscope objective lens. The spatial resolution

is diffraction limited and depends on the numerical aperture (NA) of the objective.

The setup provided options to use several NA objective (0.25, 0.5, 0.6, 0.75 and 0.9

NA). The sample is glued onto a metallic sample holder that is screwed on three-axis

piezostages. The piezostages allow movement of the sample with nanometer scale

accuracy. The sampleholder and the piezostages are housed inside a cryostat (details

and pictures are provided in the section 2.4.2). The cryostat allows the use of liquid

Nitrogen or liquid Helium as coolant and temperature control between 4K and room

temperature.

The PL response from the sample is collected using reflection geometry. The PL

signal (collinear with the reflected part of the excitation laser) transmits through the

dichroic mirror to the detection line. A spectral filter cuts off the remaining excitation

laser intensity accompanying the PL signal. After the PL signal is collected through a

spatial filter and a focusing lens, it enters the monochromator slit of the spectrometer.

After the monochromator grating spectrally resolves the PL signal, it is finally sent
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2.2.3 Hyperspectral Mapping

The experimental setup described above provides an opportunity to pinpoint a specific

location on the sample and take the PL spectrum for that point. It is also possible to

take a PL map of any area of the sample by automatically moving the piezo through

the interface. In this kind of measurement, by moving the piezostage, a PL scan

of a specified are of the sample is performed. A PL spectrum is taken periodically

while the piezostage moves from one location to the next, with a pre-defined step size

between them. This type of map is called hyperspectral PL map. Every point on the

map has its own PL spectrum. So, the map contains four dimensional data, namely

x, y position, wavelength and PL intensity. For convenient visualization, the PL

spectrum can be integrated in wavelength and the integrated intensity can be shown

in a color plot or grayscale. It allows fast and efficient identification of the locations

of interest (excitons or defects). In the inset of figure 2.1, a white light image of liquid

exfoliated hBN flakes and the corresponding hyperspectral PL map (integrated here

over the entire PL spectral range, 1.65 - 2.25 eV) of the area is shown.

2.3 Theoretical description of FWM spectroscopy

In order to study the dynamics of excitons in VdW materials, a state of the art

coherent ultrafast four wave mixing (FWM) microscopy experimental setup was de-

veloped in this thesis. This experimental setup combines a diffraction limited spatial

resolution, ultrafast time resolution (≈ 100 femtosecond) and ≈ 300 µeV spectral

resolution. Non resonant time resolved techniques such as time resolved photolu-

minescence fail in measuring sub-ps phenomena and at the same time suffer from

the presence of complex decay channels because of the nonresonant nature of the

experiment. Third order nonlinear techniques like resonant FWM spectroscopy can

circumvent these issues. However, directional selection used in traditional FWM sepc-

troscopy imposes a limited spatial resolution as it requires the recovery of the spatial

phase [28, 73]. Here, a novel approach was developed based on the temporal mod-

ulation of the optical phase of the excitation pulses. Such modulation, assisted by

heterodyne dual-balanced detection and spectral interferometry (SI) allows a collinear

geometry and enables the use of a microscope objective, reaching the diffraction limit

in spatial resolution. In this section, we will present a comprehensive theoretical

framework required to understand such an experimental approach. The subsequent
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sections will describe the experimental setup and how the spectral data is extracted

and processed in order to measure the dynamic properties of excitons.

Four wave mixing (FWM) is a third order nonlinear response of a system driven

by optical pulses. In order to provide an overview of FWM, let’s consider the inter-

action between a two level system and three optical pulse delayed with respect to

each other. The first pulse creates a polarization (coherence) in the system, which

starts to decay immediately. The delayed second pulse generates a population from

the remaining polarization, followed by the third pulse which interacts with the pop-

ulation and generates the FWM signal from the system as a third order response.

The following sections will describe in details how these interactions occur and how

the resulting FWM signal can be used to probe the dynamic properties of the system.

To describe the FWM signal, we will proceed with the following steps. First, we will

introduce a two-level system using the density matrix formalism in interaction with

an optical pulse. Next, we will address dissipation effects by considering the envi-

ronment through the Liouville-von Neumann equation, leading to the optical Bloch

equations, which effectively express the time evolution of the density matrix elements.

We will then develop solutions to the optical Bloch equations using a perturbative

approach up to the third order in the electric field of the optical pulses. Finally, with

the general solution in place, we will derive the specific solutions for the FWM signal.

The derivation and description provided below, follows the references [74], [75], [76]

and [77].

2.3.1 Optical Bloch Equations

Density matrix formalism

The interaction between a two level system and a resonant optical pulse can be

described using the density matrix formalism. It leads to a set of equations that

model the coherence and population dynamics of the two level system, known as

the “Optical Bloch Equations” (OBE). This density matrix formalism enables us to

consider open systems and account for dissipation processes affecting coherence and

relaxation of energy (or population). It allows us to describe the system in terms

of mixed states (as opposed to pure states described by wave functions), whether

the system is a single entity or an ensemble of systems in contact with a dissipative

environment.
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Let’s consider first a two level system in a pure state, with |1⟩ and |2⟩, being the

Eigenstates of the unperturbed Hamiltonian, H0, with energy eigenvalues E1 = ℏω1

and E2 = ℏω2, respectively. The wavefunction of this system can be written as:

|Ψ(t)⟩ = C1(t) |1⟩ + C2(t) |2⟩ (2.3.1)

Here, | C1 |2 and | C2 |2 are the probabilities of finding the system in states |1⟩
and |2⟩, respectively. The density operator for the system in such a pure state is given

by:

ρ = |Ψ⟩ ⟨Ψ| (2.3.2)

The density operator can also be expressed in matrix form:

ρ =

[

ρ11 ρ12

ρ21 ρ22

]

=

[

| C1 |2 C1C
∗
2

C2C
∗
1 | C2 |2

]

(2.3.3)

The diagonal elements ρ11 =| C1 |2 and ρ22 =| C2 |2 represent the population

of the two states. The off-diagonal terms represent the superposition of the states

namely ”the coherence” of the system. Using the density matrix, the expectation

value of any operator M , associated with an observable can be calculated by taking

the trace of the product of the operator M and the density matrix ρ:

⟨M⟩ = Tr{Mρ} (2.3.4)

Next, we describe the case of a mixed state represented by a statistical average

over an ensemble of two-level systems. Such states cannot be described by a wave

function but only by a density matrix. One way to picture such a mixed state is to

introduce the probability Pj of an individual system j being in the pure state |ψj⟩.
We can write |ψj⟩ as:

|Ψj(t)⟩ = C1j(t) |1⟩ + C2j(t) |2⟩ (2.3.5)

and the density operator for the ensemble as:

ρ =
∑

j

Pj |ψj⟩ ⟨ψj| (2.3.6)
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Note that this formalism also equally applies to a single system in a mixed state,

for instance, due to coupling with a dissipative environment.

Coupling Hamiltonian with optical pulses

The full Hamiltonian, H has two contributions:

H = H0 +HL (2.3.7)

where, H0 is the Hamiltonian of the isolated two level system, HL describes the

interaction of the system with the electromagnetic field of the excitation pulse. In

matrix form, H0 can be expressed as:

H0 =

[

E1 0

0 E2

]

(2.3.8)

We can consider the two level system interacting with an optical pulse of the form:

E(ω, t) = E0(t)(e
iωt + e−iωt) (2.3.9)

where E0(t) is the temporal envelope of the light field. The interaction part of

the Hamiltonian can be written as HL = −E(t) · µ̂, where µ̂ is the transition dipole

operator which connects the system states |1⟩ and |2⟩. The scalar dipole moment is

given by: µ = ⟨1| qr · ϵ |2⟩, where r is the position operator and ϵ is the unit vector

of the electric field direction. For simplicity, we will discard the top hat notation and

use the quantity µ in the subsequent description. So, the total Hamiltonian can be

written as:

H = E1 |1⟩ ⟨1| + E2 |2⟩ ⟨2| − µ · E(t)(|1⟩ ⟨2| + |2⟩ ⟨1|) (2.3.10)

or in matrix form:

H0 =

[

E1 −µE(t)

−µE(t) E2

]

(2.3.11)

The wavefunction of the system |Ψ⟩ follows the Schrodinger equation:

d |Ψ(t)⟩
dt

= − i

ℏ
H |Ψ(t)⟩ (2.3.12)
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However, the wavefunction and the Schrodinger equation can only be used as long

as a pure state is considered. On the other hand, the density operator follows the

Liouville-Von Neumann equation even for mixed states. This equation is written as:

iℏ
dρ

dt
= [H, ρ] (2.3.13)

where, [H, ρ] = Hρ− ρH is the commutation relation. We can evaluate the commu-

tation, by considering one part of the Hamiltonian at a time. For H0,

[

ρ̇11 ρ̇12

ρ̇21 ρ̇22

]

=

[

0 (E1 − E2)ρ12

(E2 − E1)ρ21 0

]

(2.3.14)

We can rewrite it in the “Liouville representation”, as:













ρ̇12

ρ̇21

ρ̇11

ρ̇22













= − i

ℏ













E1 − E2 0 0 0

0 E2 − E1 0 0

0 0 0 0

0 0 0 0

























ρ12

ρ21

ρ11

ρ22













(2.3.15)

If we include the interaction part of the Hamiltonian (equation 2.3.7), we can

write:













ρ̇12

ρ̇21

ρ̇11

ρ̇22













= − i

ℏ













E1 − E2 0 −µE(t) µE(t)

0 E2 − E1 µE(t) −µE(t)

−µE(t) µE(t) 0 0

µE(t) −µE(t) 0 0













(2.3.16)

Dissipation

At this point, we can introduce two relaxation mechanisms into the discussion: popu-

lation decay and coherence decay, corresponding to the time evolution of the diagonal

and non-diagonal elements of the density matrix, respectively. We can include the

decay mechanisms phenomenologically into the equation by stating:

dρii
dt

= −ρii
T1

= −Γρii (2.3.17)
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dρik
dt

= −ρik
T2

= γρik ; i ̸= k (2.3.18)

where, the decay rate and the decay time constant corresponding to the population

and coherence decay mechanisms are denoted as Γ, T1 and γ, T2, respectively. Similar

expressions are applicable for the other two elements of the density matrix.

Finally, considering the full Hamiltonian and dissipation, we can write the time

evolution of the density matrix elements as:













ρ̇12

ρ̇21

ρ̇11

ρ̇22













= − i

ℏ













E1 − E2 0 −µE(t) µE(t)

0 E2 − E1 µE(t) −µE(t)

−µE(t) µE(t) 0 0

µE(t) −µE(t) 0 0

























ρ12

ρ21

ρ11

ρ22













−













ρ12γ

ρ21γ

ρ11Γ

ρ22Γ













(2.3.19)

These coupled equations are known as the “Optical Bloch Equations” (OBE).

These equations describe the coherence and population dynamics of a two level system

under resonant excitation by optical field and form the basis for coherent time resolved

spectroscopy.

2.3.2 General solutions of Optical Bloch Equations

In this section, we express the general solution to the solution to the OBE. Given

that the optical field is typically much weaker than the intrinsic field of the material

system (the electrostatic field acting on electron due to nucleus), the interaction

between the two-level system and the optical field can be treated using perturbation

theory. We start by writing the solution to the Liouville-Von Neumann equation

(equation 2.3.13), as an expansion of ρ(t):

ρ(t) = ρ(0)(t1) + ρ(1)(t2) + ρ(2)(t3) + ρ(3)(t4) + · · · (2.3.20)

where ρ(0)(t1) = ρ(−∞) is the initial steady state density matrix. Whereas,

ρ(1)(t2), ρ
(2)(t3), ρ

(3)(t4), · · · are the higher order corrections, proportional to the cor-

responding power of the excitation optical field (E,E2, E3, · · · ). The expression for

the first, second and third order terms in this equation can be written by taking into

account the interaction of the system with the optical field and dissipation:
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ρ(1)(t2) =

∫ t2

−∞
− i

ℏ
[HL(t1), ρ

(0)(t1)] e(iω0 + γ)(t1 − t2)dt1 (2.3.21)

ρ(2)(t3) =

∫ t3

−∞
− i

ℏ
[HL(t2), ρ

(1)(t2)] e(iω0 + Γ)(t2 − t3)dt2 (2.3.22)

ρ(3)(t4) =

∫ t4

−∞
− i

ℏ
[HL(t3), ρ

(2)(t3)] e(iω0 + γ)(t3 − t4)dt3 (2.3.23)

The rest of the terms in equation 2.3.20 have similar forms, which can be used to

write ρ(t) as:

ρ(t) = ρ(−∞) +
∞
∑

n=1

ρ(n)(t) (2.3.24)

where, the n-th order density operator is:

ρ(n)(t) =
∞
∑

n=1

(

i

ℏ

)n ∫ t

−∞
dtn

∫ tn

−∞
dtn−1 · · ·

∫ t2

−∞
dt1

× [HL(tn), [HL(tn−1), · · · [HL(t1), ρ(−∞)] · · · ]]

× e(iω0 + γ)(t1 − t2 + t3 − t4 + · · · ± tn − t)

× e(iω0 + Γ)(t2 − t3 + t4 − t5 + · · · ∓ tn − t)

(2.3.25)

Recalling the expression for the optical field interaction part of the Hamiltonian,

HL = −E(t) · µ, we can write ρ(n)(t) as:

ρ(n)(t) =

(

i

ℏ

)n ∫ t

−∞
dtn

∫ tn

−∞
dtn−1 · · ·

∫ t2

−∞
dt1E(tn)E(tn−1) · · ·E(t1)

× [µ(tn), [µ(tn−1), · · · [µ(t1), ρ(t0)] · · · ]]

× e(iω0 + γ)(t1 − t2 + t3 − t4 + · · · ± tn − t)

× e(iω0 + Γ)(t2 − t3 + t4 − t5 + · · · ∓ tn − t)

(2.3.26)

In order to use this perturbative expansion approach to solve the OBE, we need

to take help from some fundamental ideas from nonlinear optics.
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2.3.3 Polarization in nonlinear optics

We know that the macroscopic polarization induced in a material as a result of optical

excitation can be written as a Taylor expansion in the excitation electric field as:

P = ϵ0χ
(1)E + ϵ0χ

(2)E2 + ϵ0χ
(3)E3 + higher order terms (2.3.27)

The macroscopic polarization can also be expressed as the expectation value of

the dipole operator:

P (t) = Tr{µρ(t)} (2.3.28)

So, the n-th order polarization can be written as:

P (n)(t) = Tr{µρ(n)(t)} (2.3.29)

We can combine equations 2.3.26 and 2.3.29 to express the n-th order polarization

as:

P (n)(t) =

(

i

ℏ

)n ∫ t

−∞
dtn

∫ tn

−∞
dtn−1 · · ·

∫ t2

−∞
dt1E(tn)E(tn−1) · · ·

· · ·E(t1) · S(t1, t2, t3, · · · tn, t)
(2.3.30)

where the n-th order response function S(t1, t2, t3, · · · tn, t), is given by:

S(t1, t2, t3, · · · tn, t) =

(

i

ℏ

)n

⟨[µ(tn), [µ(tn−1), · · · [µ(t1), ρ(t0)] · · · ]]

× e(iω0 + γ)(t1 − t2 + t3 − t4 + · · · ± tn − t)

× e(iω0 + Γ)(t2 − t3 + t4 − t5 + · · · ∓ tn − t)⟩

(2.3.31)

Here, ⟨· · · ⟩ represents the expectation value. This expression for the n-th or-

der macroscopic nonlinear polarization demonstrates how the interaction at different

times t = t1, t2, t3, · · · tn generates a non-equilibrium density matrix and off diagonal

matrix elements, causing an emission of a light field followed by the last interaction

at t = tn.

As mentioned before, FWM is a third order nonlinear response of a two level

system under excitation by optical field. In other words, the response of the system
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We consider the case where the excitation optical field is composed of three mode

locked laser pulses. The electric field of each pulse has the general form:

E(t) = E0f(t)
[

e−i(ωt− k · r) + ei(ωt− k · r)
]

(2.3.33)

where E0 is the field amplitude and f(t) represents the pulse envelope. Using this

form of the electric field, we can write the total field E(t3) at time t = t3, as the sum

of the fields corresponding to each pulse:

E(t3) = E1(t3) + E2(t3) + E3(t3)

= E10f(t3)
[

e−i(ωt3 − k · r) + ei(ωt3 − k · r)
]

+ E20f(t3)
[

e−i(ωt3 − k · r) + ei(ωt3 − k · r)
]

+ E30f(t3)
[

e−i(ωt3 − k · r) + ei(ωt3 − k · r)
]

(2.3.34)

Developing the products in equations 2.3.32 and 2.3.34, we see that the third order

response contains 864 terms. In order to simplify and reduce the number of terms to

a manageable number, a few assumptions are necessary.

2.3.4 Simplified analytical solution

The first assumption in order to simplify the expression for the third order response

is to consider strict time ordering of the excitation pulses. We can take the first pulse

to be centered at t = t1 = 0. The second pulse, delayed by τ , arrives at time t = t2

and the third pulse is delayed from the second pulse by T , arriving at time t = t3, as

shown in figure 2.3. We assume that the temporal width of the pulse is considerably

smaller than the delays between the pulses and they do not overlap with each other.

This assumption allows us to state that the interaction at t = t1 corresponding to

µ(t1) results only from E1(t1), not the other two pulses. Same consideration will

apply for the second and third interaction originating from E2(t2) and E3(t1) only,

respectively. Applying this assumption on equation 2.3.34, will result in the envelope

functions (f(t3)) being replaced by delta functions (δ(t3)).

The second assumption we can make is to consider the pulse width to be very

short compared to any decay timescale of the system. This enables us to represent

the electric field of the pulses as Delta functions with a phase factor containing the ap-
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E(t3)E(t2)E(t1) = A2E30δ(t3)e
−iω0t3

× E20 δ(t2 + T )e−iω0(t2+T ) × E10 δ(t1 + T + τ)eiω0(t1+T+τ)
(2.3.35)

where all the time independent factors have been absorbed into A2.

Selection of the FWM signal

Before reaching the simplified solution to the OBE, one more important considera-

tion remains regarding the selection of the FWM signal among the the third order

response. Addressing this will allow us to express the third-order response function

in equation 2.3.32 in a simplified form. Let’s consider three excitation pulses with

different wavevectors k1,k2,k3 or or modulation frequencies Ω1,Ω2,Ω3 (added to the

main optical frequencies). Considering different wavevectors and frequencies for the

three pulses, the term E(t3)E(t2)E(t1) in equation 2.3.32, will have exponents with

different combinations of signs of k1,2,3 and Ω1,2,3: ±k1 ± k2 ± k3, ±Ω1 ± Ω2 ± Ω3.

The third order response stemming from a particular type of interaction, giving rise

to specific sequence of evolution of density matrix elements, is emitted at a particular

direction given by the wavevector sign combination or at a particular frequency. The

FWM signal corresponds to the responses R1 and R2 in the Feynman diagram (figure

2.2). The wavevector (frequency) corresponding to R1 and R2 are: k = k1 + k3 − k2

(Ω = Ω1 + Ω3 − Ω2) and k = k2 + k3 − k1 (Ω = Ω2 + Ω3 − Ω1) respectively. So, by

adjusting the detection geometry of the experiment or the detection frequency, it is

possible to detect only one response among among all the possible responses shown

in the Feynman diagram. In most traditional FWM spectroscopy, the detector is

placed in the direction k2 + k3 − k1, to choose the response corresponding to R2.

This is referred to as directional selection or spatial phase selection. However, in our

experimental setup, we work in a colinear geometry and use frequency or temporal

phase selection to detect the response R2, at frequency Ω2 + Ω3 − Ω1. The reason

behind designing our experiment based on temporal phase selection will be described

in more detail later in this chapter.

Using the expression for n-th order response function (equation 2.3.31), the specific

FWM response, R2 can be written as:

68



S(t1, t2, t3, t) = A1 × e(−iω0 + γ)(t1 − t2) × e(iω0 + Γ)(t2 − t3)

× e(iω0 + γ)(t3 − t)
(2.3.36)

where A1 contains the time independent terms. The first exponential factor in

this equation takes into account the phase reversal of the polarization induced by the

first order pulse.

Finally, Using equation 2.3.36 and 2.3.35, we can evaluate the result of the triple

integral from equation 2.3.32. The three integrals will have the following form:

∫ t

−∞
E30 δ(t3)e−iω0t3 × e(iω0 + γ)(t3 − t) dt3

= E30 Θ(t) e−iω0t− γt
(2.3.37)

∫ t3

−∞
E20 δ(t2 + T )eiω0(t2 + T ) × e(iω0 + Γ)(t2 − t3) dt2

= E20 Θ(T ) e−iω0T − ΓT
(2.3.38)

∫ t2

−∞
E∗

10 δ(t1 + T + τ)e−iω0(t1 + T + τ) × e(iω0 + γ)(t1 − t2) dt1

= E∗
10 Θ(τ) eiω0τ − γτ

(2.3.39)

where, Θ(t), Θ(T ) and Θ(τ) are heaviside functions. By combining all the time-

independent terms into B, we can write the third order polarization emission emitted

at frequency Ω3 + Ω2 − Ω1 in the following simplified form:

P (3)(ω0, t, τ, T ) = B Θ(t)Θ(T )Θ(τ) e−iω0(t+ T − τ) × e−γ(t+ τ) × e−ΓT (2.3.40)

As mentioned before, γ = 1
T2

and Γ = 1
T1

are the coherence and population decay

rate. Equation 2.3.40 expresses the third order polarization emission from a two level

system or an ensemble of homogneously broadened two level systems (the spectral

inhomogeneity of the ensemble is not considered at this step).

The physical mechanism described by this equation can be summarized as follows,

keeping in mind the relevant Feynman diagram (R2 in figure 2.2): The first pulse
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generates an off diagonal density matrix element ρ12 (first order polarization). The

off diagonal element oscillates and starts to relax because of dephasing, at a rate given

by γ, in what is known as “Free Polarization Decay”. The second pulse (after a delay

τ), generates a diagonal density matrix element ρ22. In other words, the second pulse

generates a second order population from the remaining first order polarization. The

population also starts to relax with a rate given by Γ, until the third pulse arrives,

delayed from the second pulse by T . The third pulse generates the off diagonal

element ρ21 and triggers the emission from third order polarization. The strength of

the third order polarization depends on the population decay by the time of arrival of

the third pulse. This emission is the signal that is detected in the FWM experiment.

2.3.5 2 pulses vs 3 pulses configuration: Detecting coherence or popula-

tion decay

In the description presented above, there are two control parameters τ and T , allowing

for two types of measurements. If we fix the time delay τ between the first two pulses,

then the FWM amplitude will be proportional to the two level system population.

So, the FWM signal evolution with varying T , will give us a measurement of the

population dynamics of the system (characterized by Γ = 1
T1

). The generated second

order population will be maximum if τ is set to 0. On the other hand, if we fix the

time delay T between pulse 2 and pulse 3 and detect the FWM signal as a function

of τ , we can measure the coherence dynamics of the system characterized by γ = 1
T2

.

Setting T = 0 allows for the maximum of the third order polarization signal. For this

measurement, instead of considering three pulses with different frequency and delay

between them, we can consider two pulses with frequency Ω1 and Ω2. This effectively

allows us to consider the second pulse interacting with the system twice. For this two

pulse FWM microscopy scheme, the third order response will be emitted at frequency

(Ω = 2Ω2 − Ω1) and the expression for the polarization becomes:

P
(3)
2p (ω0, t, τ) = B Θ(t)Θ(τ) e−iω0(t− τ) × e−γ(t+ τ) (2.3.41)

where the heaviside functions Θ(t) and Θ(τ) dictates that the third order signal is

present only for positive time (after the arrival of the second pulse) and for positive

delay τ between the two pulses. Referring to R2 in figure 2.2 again, it is worth
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noticing the difference between the off diagonal terms generated by the first and the

third interaction. Pulse 1 generates ρ12 which oscillates with phase eiω0t, while pulse

3 generates ρ21, oscillating with a reversed phase e−iω0t. Since for two pulse FWM

technique, there is no time delay between the second and third interaction, it can be

seen as the second pulse causing a phase flip of the polarization generated by the first

pulse. This phase flip has important consequences if we consider FWM measurement

on an ensemble of two level systems with inhomogeneous broadening, which will be

described in detail in the next section.

2.3.6 Solution for inhomogeneously broadened systems

In the description presented so far, what has been referred to as coherence decay

rate γ = 1
T2

, represents the “Free Polarization Decay” of a system as a response to

excitation by optical field. This can be considered as a system’s inherent property.

However, in the case of an ensemble of two level systems, if there is a spatial distri-

bution of transition frequencies, then this induces a dephasing between the different

polarizations or coherences associated with each individual system. In linear spec-

troscopy, such dephasing leads to a damping of the coherences, and the average of

the individual decoherence times cannot be retrieved. In FWM microscopy, this is

no longer the case, both homogeneous and inhomogeneous contributions can be eval-

uated. This is one of the key advantages of this experimental approach. In order to

truly determine the dynamics of excitons in an ensemble with considerable inhomo-

geneity, the contribution of inhomogeneous broadening needs to taken into account.

We can approximate this contribution in the ensemble of N systems with a Gaussian

distribution of resonant frequencies with a standard deviation σ:

G(ω0) =
1√
2πσ

e
−(ω0 − ω0c)

2

2σ2 (2.3.42)

where, ω0c is the center of the Gaussian distribution. In order to take the inhomo-

geneous broadening into account, we integrate P (3) from equation 2.3.40 over the

Gaussian distribution of transition frequencies:
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P
(3)
2p (t, τ) =

∫ ∞

−∞
P (3)(ω0, t, τ)NG(ω′) dω′

= NA Θ(t)Θ(τ) e−γ(t+ τ)

× 1√
2πσ

∫ ∞

−∞
e







− ω2
0

2σ2
− ω0(it− iτ − ω0c

σ2
) − ω2

0c

2σ2









dω0

(2.3.43)

The result of the integral is as follows:

P
(3)
2p (t, τ) = NBΘ(t)Θ(τ) e−iω0c(t− τ) e−γ(t+ τ)e

−σ
2

2
(t− τ)2

= N P (3)(ω0c, t, τ) e
−σ

2

2
(t− τ)2

(2.3.44)

This equation expresses the time and delay dependent third order polarization or

FWM amplitude for an ensemble of two level systems, considering both the effect

of homogeneous and inhomogeneous broadening. The time evolution of the third

order polarization for such an ensemble is determined by the product of two decay

contributions: e−γ(t+τ) and e−
σ2

2
(t−τ)2 , stemming from homogeneous broadening and

inhomogeneous broadening of the systems, respectively.

This equation represents an important physical mechanism in the ensemble of two

level systems. In two pulse FWM technique, the second pulse flips the phase of the

coherence generated by the first pulse. For an ensemble of two level systems, after the

first interaction, the coherence generated in all the systems starts to evolve, oscillating

in phase initially. In the presence of inhomogeneity, their coherence oscillate with

different phases. As a result, the macroscopic polarization quickly approaches 0 even

though individually, the coherence of the systems have not completely decayed yet.

The second pulse flips all of their phases and subsequently their phases evolve in the

opposite way. After a delay of τ from the arrival of the second pulse, the coherence

of the systems in the ensemble are in phase again. Looking at equation 2.3.44, for

t = τ , P (3)(t, τ) = N P (3)(ω0c, t, τ) or in other words, the third order polarization

signal is N times stronger than the polarization of a single system. This is known as

photon echo.

In FWM microscopy experiment, we do not directly measure the time domain
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signal. The detector records the time integrated, frequency resolved FWM signal. If

we Fourier transform equation 2.3.44, from time domain to frequency domain, we get:

P
(3)
2p (ω, τ) = NBΘ(τ) e

−γτ − σ2τ 2

2
+ iω0cτ

∫ ∞

0

e
−γt− σ2t2

2
+ σ2tτ − i(ω0c − ω)t

dt

= NB eiωτ e
iγ(ω0c − ω)

σ2 e
−(ω0c − ω)2

2σ2 e
−2γτ +

γ2

2σ2

× erfc

[

γ√
2σ

− τσ√
2

+
i(ω0c − ω)√

2σ

]

(2.3.45)

Here, erfc represents the complementary error function and ω can be considered

as the detection frequency in the experiment. After absorbing all the constants and

the oscillating term into A and considering the detected signal at the central frequency

ω0 (ω = ω0), the final expression can be written in a simplified way:

P
(3)
2p (τ) = A Θ(τ) e

[

−2γτ +
γ2

2σ2

]

erfc

[

γ√
2σ

− τσ√
2

]

(2.3.46)

This is the expression for time integrated FWM signal amplitude for an ensemble

of two level systems considering both homogeneous and inhomogeneous broadening.

2.3.7 Beyond the semi-impulse limit

One of the key assumptions we made in order to reach this expression, was the semi-

impulse limit, whereby we considered the excitation laser pulses as delta pulses. In

practice of course, laser pulses have finite temporal width. The semi impulse limit

assumption is still fully valid for systems with characteristic decay times that are

orders of magnitude longer than the pulse temporal width. However, for systems

with decay times comparable to the laser pulse width, we can not rely completely

on the semi impulse limit. In this thesis, the excitation laser pulse width is ≈ 100fs

and the characteristic decay timescale of 2D excitons in vdW materials can range

between hundreds of femtoseconds to a few nanoseconds. For measurements on such

systems, the effect of the pulse width needs to be taken into account. The laser
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pulses are well approximated by a Gaussian profile. So, ideally, three Gaussian pulse-

shape should be used to express the electric field terms to evaluate the triple integral

for P (3) in equation 2.3.32. Then, the response function needs to be convoluted

with each Gaussian pulse-shape, which becomes quite challenging in complexity [77].

A good compromise between this computationally heavy task and accuracy is to

make a convolution of one Gaussian profile with the expression for P
(3)
2p in equation

2.3.46, which delivers reasonably accurate results. Equation 2.3.46 convoluted with a

Gaussian function, was used to fit the majority of the FWM amplitude decay results

presented in the subsequent chapters, as the accuracy of the method has been well

established [28,30, 79].

It is usual practice in time resolved spectroscopy to designate the excitation pulses

as pump or probe pulse. For two pulse FWM microscopy, we will refer to pulse 1 and

2 as pump and probe pulse, respectively. In this experiment, the FWM intensity is

detected for a set of different delays between pump and probe pulses and the decay

of the FWM signal amplitude as a function of delay is used to infer the coherence

dynamics of the systems.

2.3.8 Expression for population dynamics

For population dynamics, probed in the three pulse configuration, the pulses are

designated as pump-1, pump-2 and probe pulse. We detect the FWM signal as a

function of the the delay τ23 between the two last pulses. In this configuration, the

inhomogeneous broadening contribution does not depend on τ23. Therefore, we can

derive an analytical formula of the following form:

P
(3)
3p (τ23) = C e

[

1

2

(

Tp
T1

)2

− τ23
T1

]

[

1 + erf

(

τ23
Tp

− Tp
2T1

)]

(2.3.47)

where, Tp is the temporal width of the pulse, erf is the error function, C contains

all the constants. This equation is used as the basis for fitting the population dynamics

data in this thesis.
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2.4 FWM microscopy experimental setup

In this section, the FWM microscopy experimental setup developed in this thesis

will be described in details, keeping in mind the theoretical framework and require-

ments discussed so far. The description of the experiment will be divided into three

distinct segments. First, the beam preparation part will focus on how the excita-

tion beams are generated with the necessary properties, such as: (i) achieving the

minimum pulse duration at the location of the sample, and (ii) a well-defined phase

modulation to enable the frequency selection scheme. The second segment will depict

how the sample and the microscope objective are housed inside a cryostat with the

piezostages. Finally, the last part will outline the complexities of detecting the FWM

signal. Heterodyne dual balanced detection technique and Fourier transform spectral

interferometry (FTSI) will be explained in details.

2.4.1 Preparation of input beams

The laser source used for the FWM microscopy experiment is a Ti:Sapph (Titanium

doped Sapphire), mode locked pulsed laser, with pulse duration of ≈ 100 fs, repetition

rate of 80 MHz and output power ≈ 2 W. It is tunable in wavelength within a range

of 690 nm - 1090 nm (1.14 - 1.79 eV). There are two crucial elements necessary for

beam preparation in this experiment: pulse compressor and Acousto-optic modulators

(AOM). In order to understand the layout of the setup, the functionality of these

elements need to be discussed.

Prism pulse compressor

Pulse temporal spreading or pulse broadening is an inevitable and undesirable effect

that occurs in every experiment that utilizes pulsed laser. When light wave consisting

of different frequency components travel through a material, they experience different

refractive index and attain different velocities, leading to delays in travel time rela-

tive to each other. This effect, known as Group delay dispersion (GDD), leads to the

temporal spreading of the pulse. Considering a laser pulse with different frequency

components, GDD causes some frequency components to “lead” and others to “lag”,

which is another way of saying that the pulse becomes stretched or broadened or

chirped in time. In a pulse, if the lower frequency components travel faster than the
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higher frequency components (which is generally the case in any material), then the

pulse is referred to as “positively chirped”. Pulse broadening is almost always an

inconvenience in spectroscopy. Moreover, GDD introduced by each transmission of

the pulse through an optics accumulate. It can limit the highest achievable temporal

resolution. The effects become particularly severe for advanced spectroscopic experi-

mental setup with a high number of transmission optics and sub-ps laser pulses which

have a relatively broad spectrum.

The way to deal with this issue is to use a “Pulse compressor”: a device that

can introduce negative GDD to the pulse. When the pulse travels through the pulse

compressor, the lower frequency components travel a longer path compared to the

higher frequency components. Prisms can be used for this purpose. However, the

prism material can introduce angular and spatial dispersion of its own and also cause

pulse-front tilt. These extra unwanted effects can be nullified by placing in the beam

path, another prism anti-parallel to the first one and then an additional identical

couple of prisms, leading then to a set of four prisms. This four prism pulse compressor

yields the primary desired effect of negating pulse broadening and this design has been

used traditionally in spectroscopy. But, it has some drawbacks as well. In addition to

this design being bulky, tuning GDD imposes very strict alignment conditions since it

requires very small precise rotations in all four prisms and maintaining equal distances

between the prisms. Small imperfections in the alignment in such a configuration can

lead to residual spatio-temporal distortion and magnification of the laser beam.

An alternative to the four prism pulse compressor is to use two prisms with two

passes through each prism. This design replaces the last two prisms in the original

four prism compressor with a roof mirror which sends the beam back towards the only

two prisms at a different height for second passes through them. This achieves the

desired negative GDD, but it still exhibits, though to a lesser extent, the drawbacks

of the four-prism design. Fortunately, this idea of cutting down the number of prisms

by allowing more than one pass through them can be extended one step further. The

best known way to design a prism pulse compressor with minimal spatio-temporal

distortion and magnification is to use one prism only [80]. This is the option that we

used in our experiemntal setup and is presented in the following paragraphs.

Figure 2.4 demonstrates a single prism pulse compressor, highlighting the integral

parts: prism, retroreflector and roof mirror. In this design, after the beam passes

through the prism once, it is inverted and send back for the second pass at a different
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height by a retroreflector. A roof mirror is placed on the opposite side of the prism

which reflects back the beam for the third pass and finally, the retro-reflector sends

back the beam one more time for the fourth pass through the prism. Once this device

is implemented, aligned and the retroreflector position is fixed, tuning it with changing

wavelength of the laser requires only the rotation of one prism. This rotation does

not change the alignment and the direction of the output beam of the compressor

at all. It has a much more convenient GDD tuning procedure as well, since it only

involves the translation of one prism (into or out of the beam path) or the translation

of the retroreflector relative to the prism. The condition of maintaining equal distance

between prisms in the previous designs are automatically fulfilled here.

Figure 2.4: Schematic diagram of a single prism pulse compressor highlighting the

four passes of the beam through the prism. The crucial components are: prism,

retroreflector and roof mirror [80]

Beside compensating for pulse broadening, the one prism compressor does not

introduce any residual unwanted effect on the beam. For example: the magnification

experienced by the beam on the first pass (M1) is reversed on the second pass. In

other words, the beam experiences de-magnification by the same amount on the

second pass. Since the same scenario is applicable for the third and fourth pass, we

can write: M1 = 1
M2

= M3 = 1
M4

, where M2,M3 and M4 are the magnifications in
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the second, third and fourth pass, respectively. The overall magnification M given

by the product of the magnifications in each pass, is equal to 1. Then the angular

dispersion in a one prism compressor can ideally be reduced to zero. The one prism

pulse compressor fulfills the role of introducing negative GDD, with minimum residual

effects on the beam and the least amount of restrictions on the alignment needed for

its operation, while ffering spatial compactness [80].

Before implementing the pulse compressor in the experimental setup, simulation

of the device is necessary. There are two key considerations in the design of the

compressor: incidence angle of the beam and distance between the prism and the

retro-reflector. The incidence angle, i on the prism should ideally be equal to the

Brewster’s angle for a given wavelength to ensure minimum polarization induced

loss. i should also be equal to the incidence angle for minimum deviation to ensure

maximum dispersion. Commercially available “Brewster prisms” have the property

that the Brewster angle for a range of wavelengths matches the incidence angle for

minimum deviation with a reasonable degree of accuracy. Such a Brewster prism

made of highly dispersive glass (N-SF66) is used to design the pulse compressor. The

well known Sellmier equation of refractive index allows the calculation of the refractive

index of the prism material as a function of wavelength between 690 nm and 1090

nm (emission range of the laser source):

n2(λ) = 1 +
B1λ

2

λ2 − C1

+
B2λ

2

λ2 − C2

+
B3λ

2

λ2 − C3

(2.4.1)

The coefficients B1, B2, B3, C1, C2 and C3 are material specific empirical parame-

ters that are available from the prism manufacturer datasheet. Once the refractive

indices are obtained, the incidence angle for minimum deviation is calculated for the

same wavelength range with the equation:

i = sin−1

(

n sin

(

A

2

))

(2.4.2)

where A is the apex angle of the prism. Calculating the incidence angles provides us

with a quantification of the rotation angle of the prism necessary for tuning the pulse

compressor with changing wavelength. Figure 2.5a shows the calculated incidence

angle for minimum deviation for varying laser wavelength. The total GDD introduced

by the pulse compressor can be expressed by the following equation:
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negative GDD in the pulse compressor for the minimum (690 nm) and maximum (1090

nm) operating wavelength of the laser. Afterwards, the translation of the prism is used

to fine tune the GDD to obtain the minimum possible pulse duration. Subsequently,

rotation of the prism to tune the incidence angle for varying wavelength, is tested

to make sure that the minimum pulse duration is achievable for the full operating

wavelength range without changing the alignment. Typically, we reduce the temporal

spreading of the pulse at the sample location from ≈ 400 fs to ≈ 100 fs.

Temporal phase (frequency) selection

In section 2.3.4 of the theoretical background for FWM, we discussed the possibility of

detecting FWM signal using either spatial phase (wavevector) selection or temporal

phase (frequency) selection. The spatial phase selection scheme is only achievable

for a macroscopic system or a very large ensemble of two level systems, where the

characteristic lengthscale (l) is much larger than the wavelength of the optical field

(λ). This technique is not applicable when l ≈ λ. For such sub-wavelength sized

systems, the translational invariance is broken and the emission is isotropic. In such

a case, spatial phase selection is no longer possible, and this is where temporal phase

selection comes into play. The principle is as follows: the exciting beams pass through

an AOM, which adds an additional radio-frequency component Ωi (≈ 110 MHz), to

the optical frequency, with i= 1, 2, 3 for the first, second and third pulse, respectively.

For each beam, the value of Ωi is slightly different. The collinear beams are all

focused on the sample via a microscope objective. Then, the coherent FWM response

emitted by the system carries the corresponding radio-frequency combination, Ωd (for

example, Ωd = Ω3 + Ω2 − Ω1 for R2 in figure 2.2).

In order to detect this FWM response, the signal, along with other exciting beams

(the details of the detection method will be provided in the section “FWM signal

detection”), passes through a final AOM, driven at the response frequency Ωd, and

is mixed with a reference beam. This is known as heterodyne detection. The FWM

microscopy experimental setup developed in this thesis operates based on temporal

phase selection and heterodyne detection. In this context, precise phase control is

essential for both the excitation pulses and the detection of the FWM signal. In the

following section, we will discuss how this is achieved.
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Acousto-Optic Modulators

We use AOM in order to control the temporal phase of the excitation pulses and also

to detect the FWM signal. These devices play an extremely crucial role in our exper-

iment. The working principle of an AOM is described here. In simple terms, AOM is

a crystal with an attached piezoelectric transducer. Applying a voltage to the trans-

ducer generates acoustic wave which travels through the crystal. As a result, periodic

compression and expansion leading to a periodic change of refractive index is gener-

ated in the crystal. Any incident light interacts with this grating like structure and

one part of the beam gets or diffracted while the other part is transmitted. Addition-

ally, The diffracted beam can experience an up-shift or down-shift in their frequency.

Figure 2.6a shows a schematic of an AOM, with the wavevector (frequency) of the in-

put/transmitted beam, the acoustic wave and the first order diffracted beam, denoted

as k0(ω0), K(Ω) and k−1(ω0 − Ω), respectively. The interaction between laser and

the AOM acoustic wave can be better understood as the interaction between photons

and phonons. Applying momentum and energy conservation to the interaction, we

can write:

ℏk−1 = ℏk0 − ℏK (2.4.5)

ℏω−1 = ℏω0 − ℏΩ (2.4.6)

This diffracted beam is the first order down-shifted beam or order −1 beam.

Up-shifted beam (order +1) is produced similarly and follows similar expressions as

shown above. Figure 2.6b and 2.6c shows order −1 and order +1 diffracted beams,

respectively, both satisfying the phase matching condition. It is evident that the

angle at which the first order of diffraction will be most efficient can be written as:

θBr = sin−1

(

K

2k0

)

= sin−1

(

λ

2∆

)

(2.4.7)

where, K =| K |, k0 =| k0 | and λ is the wavelength of the input laser [82, 83].

In our FWM microscopy setup, AOMs made of Tellurium dioxide (T iO2) crystal,

with an operating wavelength range of 690 nm - 1064 nm and driving frequency range

of 85 - 135 MHz were used. A programmable Radio frequency (RF) generator was

used to provide the driving acoustic wave for the AOM. Using equation 2.4.7, the

Bragg angle θBr for laser wavelength ≈ 700 nm, was found to be ≈ 1.2◦(0.02 rad).
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The beam is then sent into the pulse compressor. Once the beam exits the com-

pressor, it is split into two parts by a beamsplitter. One part of the beam goes to

AOM-2 driven at frequency Ω2. The transmitted part of the output of AOM-2 acts

as the reference beam for heterodyne detection subsequently, while the up-shifted

1st order diffracted part of the output is used as the probe beam with frequency

ω0 + Ω2, where ω0 is the laser frequency. The other part of the laser beam from the

beamsplitter is split once more and sent to AOM-1 and AOM-3, driven at Ω1 and

Ω3. The up-shifted 1st order diffracted beams from AOM-1 and AOM-3 form two

pump beams, denoted as pump-1 and pump-2 with frequency ω0 + Ω1 and ω0 + Ω3,

respectively. Before they are combined to propagate together, pump-2 is reflected

from a mirror mounted on a translation stage. This stage allows the control of the

delay of pump-2 with respect to pump-1 within a small range (few fs, should ide-

ally be reduced to zero for population measurements). The pump beams and the

probe-reference beams go through separate polarization optics. Finally, the probe

and the two pumps are combined in a beamsplitter in the same spatial mode. From

this point, all the beams travel using the same optics. Until this point, the setup is

protected with plexi-glass cover to prevent airflow from causing any relative phase

fluctuation among the beams. The reference beam propagates parallel to the probe

beam, but at a different height. This geometrical configuration is crucial for the detec-

tion of the FWM signal and as such, it will explained in detail later on in this chapter.

2.4.2 Coupling to the sample: Microscope objective

As the name “FWM microscopy” conveys, coupling the beams to the microscope

objective is an integral part of the experiment. After the beams are prepared and

recombined (pump-probe beams in the same spatial mode and reference beam at a

different height), they are directed into the objective aperture using a beamsplitter

with a high transmission coefficient (≈ 90%). As a result, only ≈ 10% of the input

beam intensity is actually directed towards the sample. The choice of transmission

coefficient is based on the fact that the FWM signal is exceedingly weak compared to

the reflected pump and probe beams from the sample, which are collinear with the

FWM signal. So, it is necessary to allow as much transmission as possible for the

FWM signal. The microscope objective focuses the laser beam onto the sample into
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room temperature. The suitable coolant (Nitrogen or Helium in liquid form) is flown

from a reservoir into the cryostat, where a thermal exchanger, placed very close to the

sample cools it down. Then the coolant (in gaseous form at this point) is extracted

out of the cryostat for recovery. Using a high NA objective becomes challenging in this

configuration, since the working distance becomes too small (1 mm working distance

for 0.9 NA objective). To circumvent this, the lid of the cryostat was customized in

a way that allows for the objective to be mounted inside the cryostat. Figure 2.8b

shows a cross sectional view of the objective and sample holder inside the cryostat.

2.4.3 FWM signal detection

The technique used to detect FWM signal in this experiment can be referred to as

heterodyne spectral interferometry (HSI). It combines aspects of two well known tech-

niques: Heterodyne detection and Fourier transform spectral interferometry (FTSI).

In addition to these, a dual balanced scheme is used to cancel out the background

that copropagates with the signal. The following description will cover each of these

aspects and also some other relevant optical components involved in the detection of

the signal.

The FWM signal is detected through interference with a reference pulse. To

optimize the interference contrast, the reference pulse should follow the same optical

path as the excitation and collection beams. However, the reference pulse must not

participate in the excitation process. Therefore, in the beam preparation section, the

reference and probe beams emerge from AOM-2, where the transmitted beam is taken

as reference and the diffracted beam acts as the probe beam. Then they are directed

to propagate at a different angle. As a result, the beams are focused on different

locations on the sample.

Figure 2.9 shows a simplified schematic diagram of the detection part of the FWM

microscopy experimental setup. The FWM signal that is emitted by the excitonic

system is collected by the microscope objective. In reflection geometry, the FWM

signal is superimposed on the reflected probe and pump beams and the reference

beam propagates at a different height. All the beams are taken to the detection path

through the beamsplitter that was used to send the excitation beams. The beams are

then sent into an AOM (detection AOM) driven at frequency Ωd, using a dual lens

system (L2, L3). Ωd depends on the type of measurement and needs to match exactly
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be followed by a discussion on the specific geometry of the beams at the detection

AOM. Lastly, the method to extract FWM signal amplitude and phase from the

detected signal will be stated. Although the discussion will focus on two pulse FWM

signal detection, it is equally applicable to three pulse FWM measurements as well.

Choice of AOM driving frequencies

A pulsed laser beam can be thought of in time domain as a superposition of short

pulses with center frequency ω0, envelope A(t) and a repetition rate of Trep = 2π
Ωrep

.

Using this notation, the reference beam Er(t) can be written as:

Er(t) = Er(t) + c.c. (2.4.9)

where

Er(t) = e−iω0t
∑

n

Ar(t− nτrep) (2.4.10)

Here, n is an integer. The third order signal from the two level system can be

labelled as E l1,l2
s . The values of l1 and l2 determine which third order response is

being considered. For example: l1 = −1 and l2 = +2 refers to the two pulse FWM

signal of interest to us. Considering the frequency shift of the detection AOM driven

at Ωd, the FWM signal field E l1,l2
s (t) can be expressed as:

E l1,l2
s (t) = e−iω0(l1+l2)t

∑

n

e−i(l1Ω1+l2Ω2−Ωd)nτrepAl1,l2
s (t− nτrep) (2.4.11)

where Ω1 and Ω2 are the pump and probe AOM driving frequencies. At this point,

we need to divert our attention for a moment to the response of the spectrometer.

If a signal E(t) is sent as input to a spectrometer, the monochromator diffracts the

signal and depending on the spectral resolution ∆ω, introduces a time spreading

τm ≈ 5.6
∆ω

[75]. So, the spectrally resolved output of the monochromator can be

written as:

E(ω, t) =

∫ t

t−τm

E(t′)e−iω(t−t′) dt′ (2.4.12)

The signal intensity detected in the CCD, I(ω, t) can be written as:
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I(ω, t) = [Er(ω, t) + Es(ω, t) + c.c.]2

= 2
[

|Er(ω, t)|2 + |Es(ω, t)|2 + 2R (E∗
r (ω, t)Es(ω, t))

]

(2.4.13)

where we ignored the terms oscillating at high frequency 2ω. The last term in

this equation contains Iint = E∗
r (ω, t)Es(ω, t). This is the interference term, which is

of relevance for detecting the FWM signal. Since the pulse duration of the reference

and the signal is much smaller than the repetition period of the laser τrep, only

contributions from the same value of n in equation 2.4.10 and 2.4.11 takes part in

interference in the spectrometer. The interference signal is integrated in the CCD

over an exposure time Te (usually between hundreds of µs to a hundreds of ms).

The number of repetitions within Te can then be given by: N = Te

τrep
. Taking these

considerations in mind and using equation 2.4.10 and 2.4.11, the time integrated

interference intensity can be written as:

I l1,l2int (ω) =

∫ Te

0

I l1,l2int (ω, t) dt

= I l1,l2single(ω)
N−1
∑

n=0

eiω0(1−l1−l2)nτrepe−i(l1Ω1+l2Ω2−Ωd)nτrep

(2.4.14)

where,

I l1,l2single(ω) =

∫ ∞

−∞
dt′

∫ t′

t′−τm

eiω(t
′−tr) dtr

∫ t′

t′−τm

dtse
iω(t′−ts)A∗

r(tr)A
l1,l2
s (ts)e

iω0[tr−(l1+l2)ts]

(2.4.15)

We can deduce from these two expressions, that signal fields with l1 + l2 = 1

are the only ones contributing to the time integrated interference term. Fields with

frequencies other than the reference frequency ω0 (second harmonics from example),

oscillates with multiples of ω0 frequency and averages out to 0. Under this condition,

the summation term in equation 2.4.14 can be simplified as:

N−1
∑

n=0

e−inφ0 =
sin(Nφ0

2
)

sin(φ0

2
)
e

−i(N−1)φ0
2 (2.4.16)

where, ϕ0 = (l1Ω1 + l2Ω2 − Ωd)τrep = Ωiτrep. This is the same expression as the

far field diffraction of N slits. The maxima of this function is at ϕ0 = 2πm, which
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translates into Ωi = mΩrep, where m is an integer and Ωrep = 2π
τrep

. Around the

maxima, the expression of the sum has the form of the sinc function: sin(x)
x

, with x =
Te(Ωi−mΩrep)

2
. It is clear that, the signal gets heavily suppressed for Ωi−mΩrep >

4
Te

, .

The total interference term is a sum of all possible responses I
l′1,l

′

2
int . Since the pulse

duration of the beams Tp (≈ 100 fs) is much smaller than the repetition period of

the laser τrep (80 MHz), the interference has sidebands with separation Ωrep between

them. As a result, Ωi is only defined modulo Ωrep. The driving frequencies of the beam

preparation AOMs, Ω1 and Ω2 can be chosen in the hundred of MHz range. Hence, Ωi

corresponding to different l1, l2 combination can be made to differ in MHz range. This

frequency separation between the responses is large enough for the desired response to

be isolated and collected. By choosing the driving frequency of the detection AOM

Ωd = l1Ω1 + l2Ω2, we can make sure that only the interference contribution I l1,l2int ,

corresponding to a particular l1, l2 survives and all other contribution is suppressed

by a factor TeΩ
′
i > 106. For the detection of two pulse FWM signal described in the

theoretical background section of this chapter, we need to take l1 = −1, l2 = +2 or

Ωd = 2Ω2 − Ω1. If the detection AOM is driven at the pump frequency Ω1 or the

probe frequency Ω2, then we can detect only the pump and the probe, respectively,

while canceling out all other signals [75, 84].

Dual balanced detection

Referring to equation 2.4.13, the square terms |Er(ω, t)|2 and |Es(ω, t)|2 are detected by

the spectrometer, along with the interference term. In order to detect only the weak

interference term, it is imperative to cancel out the non-interfering terms and any

remaining unwanted background signal. The geometry of the beams at the detection

AOM is specifically designed to achieve this.

The focusing of the pump-probe and reference beams at different locations on the

sample leads to an angular dependence at the detection AOM. It is done in a precise

way to make the pump-probe-FWM signal beams and the reference beam incident

on the AOM at Bragg angle, but incident from opposite sides of the optical axis.

In other words, if the incidence angle for pump-probe-FWM signal beams is θBr,

the incidence angle for the reference beam can be written as −θBr. This geometry

results in the FWM signal experiencing a frequency down-shift by Ωd and an up-

shift by the same amount for the reference. We know that initially the FWM signal
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with ω0 center frequency is modulated at frequency 2Ω2 − Ω1 for two pulse FWM

and the reference beam carries just the optical frequency ω0 without modulation.

If Ωd = 2Ω2 − Ω1, then the Bragg angle geometry results in the diffracted part of

the FWM signal with frequency ω0 becoming superimposed on the transmitted part

of the reference with the same frequency. At the same time, the diffracted part of

the reference (modulated at frequency 2Ω2 − Ω1) becomes superimposed with the

transmitted part of the FWM signal with the same frequency. So, in the CCD image,

there will be two interferograms vertically shifted from each other. Any other signal

fields with different frequencies (linear reflections and so on) do not contribute to

the interference. An example of such heterodyning leading to the selection of an

interfering signal is shown in figure 2.10, where the interference is provided by the

probe and reference and the detected at the probe frequency Ω2. Using the case

where the probe is being detected at the detection AOM aids significantly in the

visualisation of the intricacies of the technique. Subsequent description and figures

related to the detection process are equally applicable for detecting the FWM signal,

probe and pump beam.

In figure 2.10, IU is the “upper” interferogram, resulting from the mixing of the

diffracted probe signal and the transmitted reference. The “lower” interferogram IL

is the result of the mixing of transmitted probe signal and diffracted reference signal.

The key aspect to notice here is that the interferograms IU and IL contain order

−1 and +1 diffracted beams from the AOM and as such has a phase difference of π

between them. By a simple subtraction of IL from IU , we can cancel out most of the

non-interfering signals and get the interferogram I = IU − IL.

Since IU and IL are imaged at different locations on the CCD, any inhomogeneity

in the CCD response can lead to inefficient background cancellation. In order to

address this issue, the phase of the driving signal of the AOM can be manipulated.

As mentioned before, the FWM signal can be exceedingly weak compared to the

background signals that co-propagates along with it. A large number of exposures

(each of time Te) need to be taken to achieve a good signal to noise ratio of FWM

signal. Let’s consider the case where an offset phase (ϕ) is introduced in the driving

RF signal of the detection AOM and cycled between 0 and π, for successive exposures.

We can denote the upper and lower interferogram for ϕ = 0 as I+U , I+L and for ϕ = π

as I−U and I−L , respectively. In a given measurement, for the first exposure with

ϕ = 0, the first subtraction (as shown in figure 2.10) will give us I+ = I+U − I+L .
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Figure 2.10: CCD image of two interferograms coming out of the detection AOM

driven at the probe frequency Ω2, followed by the interference spectra. The color scale

shows the intensity in the CCD image. IU : interferogram resulting from the mixing

of diffracted probe and transmitted reference. IL : interferogram from diffracted

reference and transmitted probe. I1 = IU − IL : the interferogram resulting from the

subtraction of IL from IU .

For the second exposure with ϕ = π, we will have I− = I−U − I−L . The resultant

interferograms I+ and I− will have a π phase difference as well. This will allow us to

subtract I− from I+ and get a double subtracted interferogram Id = I+ − I−. This

is referred to as dual balanced detection. The output interferogram Id will be free

of any non-interfering beams co-propagating with the FWM signal and also cancel

out any unwanted effect stemming from an inhomogeneous response of the CCD.

Such procedure is repeated a large number of times and a series of double subtracted

interferograms, Id are obtained. Summing these interferograms will deliver a high

signal to noise ratio. This sum can be expressed as: Isd =
∑P

e=1 Ide, where P is the

number of pairs of measurements. In the next section, the procedure to extract the
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FWM signal amplitude and phase from the interferograms will be described. This

procedure can be applied directly on the sum Isd . Alternatively, it can be applied

on the interferograms Ide from each pair of exposures and the signal can be summed

subsequently. As will be discussed, treating the interferograms Id individually before

summing them can provide an opportunity to correct for any effect stemming from

unwanted fluctuations in the relative phases of the laser beams [75,83].

FWM amplitude and phase extraction

The FWM signal amplitude and phase extraction from double subtracted interfero-

grams is done using Fourier transform spectral interferometry (FTSI). As mentioned

before, this process is applicable on Ide or Isd . Figure 2.11a shows an example of a

double subtracted interferogram obtained from the interference of probe and reference

beams.

Referring to the beam preparation section, the reference beam is leading the probe

by a delay of τr ≈ 2 ps. Since the signal is emitted as soon as the probe arrives on

the sample, the reference keeps the same phase difference with the FWM signal as it

does with the probe, resulting from the delay (e−iω0τr). Considering this phase shift,

the spectral interference Ide can be written as:

Ide(ω) = 2R (Er(ω)Es(ω))eiωτr (2.4.17)

Inverse Fourier transforming this expression into the time domain, we get:

F−1[Ide(ω)] = f(t− τr) + f(−t− τr) (2.4.18)

where, f(t) is the correlation product of the reference field and the FWM signal field.

So, the inverse Fourier transform result is the sum of two correlation products, one

centered at t = τr and the other at t = −τr. Figure 2.11b demonstrates the inverse

Fourier transform of the interferogram from figure 2.11a. We can argue that the

signal field obeys the causality principle, meaning it is only emitted after the arrival

of the excitation pulses. Considering the center of the last exciting pulse as the time

origin, if τr is a few times greater than the exciting pulse duration (Tp), then the two

correlation terms will not overlap in time. The presence of these two components

in time domain is a consequence of the symmetric nature of Fourier transformation.

The peak at t = τr represents the interference between the FWM signal and the
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reference beam delayed by τr, corresponding to real measurement condition, whereas

the component at t = −τr, is a mirrored artifact. The frequency domain interference

is the result of the overlap of these two peaks. The phase of the FWM signal can

not be extracted correctly if this artifact is not removed. Multiplying 2.4.18 with

a heaviside function Θ(t) will allow us to extract the relevant term f(t − τr) and a

subsequent Fourier transform can deliver the desired complex FWM signal field. Such

extraction of both the amplitude and phase of the third order response of a system is

in sharp contrast with traditional pump-probe spectroscopy where only the intensity

of the nonlinear response is extracted [75].

Additionally, such an analysis in the spectral domain opens possibilities to improve

the signal-to-noise ratio. However, instead of using a simple heaviside function, we

can apply more than one modified heaviside functions based on appropriate conditions

that will improve the signal to noise ratio.

We can introduce a limitations on the heaviside function in a way that only the

part of the time domain result that has FWM signal is chosen and the part which

contains only noise is filtered out. This will filter out any part of the result at positive

time, which contains only noise. We can write this modified heaviside function as:

Θ1(t) =







1, if t > τr − d1Tp and t < τr + d2Tp

0, otherwise
(2.4.19)

Here, d1 and d2 are integers, the values of which can be chosen such that the FWM

signal decay at positive time is covered completely. In the second step, we can apply

what could be considered a noise filter Θ2(t) on the result IΘ1(t) = Θ1(t)|F−1Ide(ω)|.
The definition of Θ2(t) is done in the following steps: first, a mean value µ of the

result IΘ1(t) is calculated and any IΘ1(t) value greater than µ is discarded. This

process is repeated again. The mean value µ and the standard deviation σ of this

new data set is used to calculate the second heaviside function as:

Θ2(t) =







1, if IΘ1(t) > µ+ sσ

0, otherwise
(2.4.20)

where s is an integer that can be fixed at a value that delivers a good signal to noise

ratio. The result obtained after applying the second heaviside function: Θ2(t)IΘ1(t)

or Θ1(t)Θ2(t)F
−1[Ide(ω)] can be Fourier transformed back into the frequency domain
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and the complex FWM signal can be retrieved completely as:

Es(ω) =
F [Θ1(t)Θ2(t)F

−1Ide(ω)]e−iωτr

E∗
r (ω)

(2.4.21)

The complex FWM signal field Ese extracted from an interferogram Ide can be

written in the following form:

Ese = Cee
iφe (2.4.22)

where Ce and ϕe are the FWM amplitude and phase, respectively. Figure 2.11c

shows the amplitude and phase extracted from the time domain data from figure

2.11b. The phase factor ϕe can vary between the interferograms Ide for different e or

different pairs of measurements.

As described in the beam preparation part of the setup, the beams travel sep-

arately through different sets of optics, before recombining in a beamsplitter. This

can lead to random changes in the path length of the beams and cause fluctuation

in their relative phase, which results in the aforementioned fluctuation in the FWM

signal phase ϕe. If this effect is strong enough, adding Ide for different e directly, with-

out taking into considering the phase fluctuation will lead to a significant decrease in

the signal to noise ratio. Since the phase ϕe corresponding to each interferogram Ide

is extracted as described above, their relative phase difference can be corrected. It

should be remembered that the absolute value of ϕ is arbitrary and in principle, any

absolute value can be imposed on the phases ϕe of all Ide. If the phase corresponding

to the interferogram Id1 for e = 1 is denoted as ϕ1, we can correct the phase corre-

sponding to any Ide, by multiplying equation 2.4.22 with the factor ei(φ1−φe). This

phase correction can be done in a similar way in the time domain as well [75,83,85].

For most of the data presented in this thesis, phase correction was not necessary, as

the phase fluctuation was minimal. However, the phase analysis of the FWM could

contain specific information on the system under study (chapter 3 and 4) and it is

also the core of the well-known 2D spectroscopy [75,85,86].

We will conclude this chapter with an important note regarding the two main

decay times that characterize exciton coherence dynamics: the free polarization decay

time T2, associated with homogeneous broadening, and an additional decay rate T ∗
2 ,

related to inhomogeneous broadening. For simplicity in this chapter, the decay rates

corresponding to homogeneous and inhomogeneous broadening were denoted as γ =
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1
T2

and σ = 1
T ∗

2
. However, the characterization of homogeneous and inhomogeneous

broadening in energy is done by defining the corresponding full width at half maximum

(FWHM) as γ = 2ℏ
T2

for a Lorentzian decay, and σ = ℏ
√
8 ln 2
T ∗

2
for a Gaussian decay.

From this point on, we will adopt this definition of γ and σ.
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3 Dynamics of anisotropic excitons

in rhenium disulfide (ReS2)

3.1 Introduction

In this chapter, the FWM microscopy experimental results obtained from excitons in

Rhenium disulfide (ReS2), will be described. Some of the fundamental properties of

ReS2 were introduced in Chapter 1. This group-7 Transition Metal Dichalcogenide

(TMD) has a strong in-plane anisotropic structure stemming from its distorted octa-

hedral phase (1T′) and reduced symmetry. The Jahn-Teller like structural distortion,

along with a zigzag Re-Re chain-like structure along the crystallographic axis (b-axis),

give rise to a pair of anisotropic excitons within the 2D plane of the ReS2 lattice.

These excitons naturally exhibit quasi-one-dimensional features without the need for

strain engineering [20, 22–24, 65, 66, 87, 88]. The anisotropic characteristics of ReS2

remain stable under ambient conditions, in contrast to other anisotropic materials

like black phosphorus, which degrades under similar conditions [25,26]. This stability

makes ReS2 an interesting candidate for polarization-sensitive optoelectronic appli-

cations [27, 89]. Furthermore, unlike traditional MX2 compounds that exhibit direct

bandgap exciton transitions only in the monolayer limit [59, 90], ReS2 demonstrates

a persistent excitonic optical response even as the number of layers increase. This is

due to the weak interlayer coupling, which ensures that the band structure remains

largely independent of the number of layers, resulting in a monolayer-like electronic

structure even in bulk ReS2 Yet, the fundamental question of whether the gap is truly

direct or indirect is the subject of active debate to date [68,69]. Similarly, the origin

of the anisotropic properties in ReS2 continues to be under investigation, specifically

whether the excitonic species originate from a single high-symmetry point of the Bril-

louin zone or from two different valleys related by space inversion [67–69]. In this

context, time-resolved experiments can provide valuable insights. Earlier reports with

time-resolved photoluminescence (PL) or non-resonant pump-probe measurements

have identified exciton population decay timescale within 10 - 100 ps [70,91–93], but

these methods are limited by their temporal resolution or the involvement of charge

relaxation pathways that lead to exciton formation, which may obscure the observa-
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tion of intrinsic excitonic dynamics. Moreover, excitonic linewidths in bare MX2 are

largely dominated by inhomogeneous contributions [28,50,94]. Even after hexagonal

boron nitride (hBN) encapsulation, local disorder in MX2 still persists owing to their

nanoscale strain gradients, dielectric disorder, unintentional doping or atomic recon-

struction [29–31]. The extent to which such disorder contributes to the excitonic

linewidth in ReS2 is still an open question. Similarly, the coherence properties have

not been explored for low-dimensional anisotropic semiconductors including ReS2. To

address all these questions, resonant four-wave mixing (FWM) spectroscopy is partic-

ularly suitable [28,50], which provides direct pathway to investigate the dynamics of

exciton coherence and population by resonantly exciting specific optical transitions.

Since the exciton anisotropy varies with the orientation (b-axis) and thickness of each

ReS2 flakes [27, 64, 67,95], a microscopic approach is also essential.

Using FWM microscopy, we explored the coherence and population dynamics

of anisotropic excitons in ReS2, with respect to several environmental conditions,

including temperature, excitation power, flake location, and thickness. Our study

found that the coherence time (T2) for excitons in ReS2 is on the order of hundreds

of femtoseconds. Notably, this coherence time remains remarkably robust despite

variations in temperature and excitation power. The excitonic linewidth is primarily

homogeneously broadened, suggesting a minimal level of disorder in bare ReS2. These

characteristics distinguish ReS2 from other layered semiconductors. Furthermore,

the population dynamics of anisotropic excitons in ReS2 display a complex decay

behavior, with multiple exponential components that range from approximately 150

femtoseconds to several nanoseconds. This kind of population dynamics arise from

scattering between bright and dark excitons states. These results underscore the

unique properties of ReS2, making it a promising candidate for ultrafast optoelectronic

applications and advanced photonic devices, where both stability and low disorder

are critical for performance. Importantly, these intrinsic dynamics are consistent with

a direct bandgap, regardless of the number of ReS2 layers.

3.2 Sample description and initial characterization

The ReS2 sample under consideration here, was fabricated using a traditional bottom-

up approach. We selected a commercially available quasi-transparent flat Sapphire

substrate, which was first cleaned using Argon plasma for two minutes to ensure a
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pristine surface before proceeding with the sample preparation. The ReS2 flakes were

mechanically exfoliated from commercially available bulk crystal (purchased from “2D

semiconductor”), using standard scotch tape. After obtaining many flakes of varying

thickness (from a few layer to bulk), these flakes were directly transferred onto the

cleaned sapphire substrate. This transfer method ensures that the ReS2 maintains

its structural integrity and uniformity.

Following the transfer process, the ReS2 flakes went through a detailed identifica-

tion and thickness characterization process. We used a white light optical microscope

to initially identify the flakes and assess their overall quality. For precise thickness

measurements, we used an atomic force microscope (AFM), which provided accurate

topographical information and gave us an estimation of the number of layers for the

flakes of interest. This meticulous preparation and characterization process ensured

that the ReS2 samples were suitable for subsequent experiments.

Initial characterization before proceeding to FWM measurement on ReS2 excitons,

started with extensive white light imaging of the sample. An are of the sample was

chosen for measurement that contained flakes with different contrast which suggests

different thickness. Subsequent Atomic Force Microscopy imaging revealed the thick-

ness of the flakes in that area accurately. Figure 1.1a shows the white light image of

the flakes chosen for measurement. Six different flakes of varying thickness are marked

with dotted line and designated as flake-1 to flake-6. The AFM image of the same

area is demonstrated in figure 1.1b, with the height profiles represented by the color

scale. The flakes vary in thickness from bulk-like (Flake-1) to monolayer (Flake-6).

The thickness data extracted from AFM measurement for flake-1 to 6, allowed their

classification as bulk-like (green), multilayers (black), few-layers (blue), 3-4 layered

(brown), 2-3 layered (yellow), and 1-2 layered (pink) flakes, respectively.

The optical emission from these layered ReS2 flakes is primarily dominated by

excitonic transitions. The exciton resonances were initially identified through hyper-

spectral photoluminescence (PL) imaging (figure 1.1c) of the area shown in the white

light and AFM images. An example spectrum from this PL map (flake-2) is presented

in figure 1.1d, which highlights two prominent peaks. These peaks correspond to the

anisotropic excitons denoted as EX1 and EX2, observed at approximately 1.54 eV

and 1.57 eV, respectively. Such PL spectra were collected from all the six flakes shown

in figure 3.1a. A comparison of these PL spectra are demonstrated in figure 3.2a.

Next, once EX1 and EX2 were characterized by PL, we performed FWM mi-

101







FWM amplitude scaling with the third-order nonlinear susceptibility (χ3) and the

fourth power of the projection of the signal with the reference beam field. We ob-

serve a difference of about 70◦ in the orientation of the two linear dipoles, consistent

with prior findings [19].

3.3 Coherence dynamics

Following the initial characterization and optimization of FWM signal, the measure-

ment of the excitonic coherence dynamics will now be presented, as a function of

pump-probe delay τ12. Decoherence occurs as a result of the inherent homogeneous

broadening of the excitonic transition, as well as inhomogeneous broadening stem-

ming from disorder in the local environment, characterized by the linewidths γ and σ,

respectively. FWM microscopy provides a rather unique opportunity to decipher the

contributions from these mechanisms. In order to determine if the inhomogeneous

contribution is significant with respect to its homogeneous counterpart, we look at

the ratio σ
γ
, at 10 K temperature where it is expected to be the highest. This ratio

can be determined from the evolution of FWM amplitude as a function of real time

variable t and the pump-probe delay τ12. This 2D plot is obtained by Fourier trans-

forming the detected interference between the FWM signal from the excitons and the

reference beam (details of the detection scheme is provided in chapter 2). Strong in-

homogeneous broadening would manifest itself as a clear signature of photon echo in

the t−τ12 plot, i.e., maximum FWM amplitude would follow the diagonal line t = τ12.

Figure 3.3d and 3.3e show such plots at 10 K for EX1 and EX2, respectively, for the

multilayer flake-2. Remarkably, we do not observe photon echo formation for either

exciton (no diagonal FWM amplitude), as demonstrated. Instead, the signal evolves

as free induction decay, indicating a weak inhomogeneous contribution to coherence

decay and satisfying the condition σ ≪ γ. Next, we estimate an upper bound for

the value of σ, that can be used in the fitting of FWM amplitude vs τ12 data and

extract the decoherence time, T2. For this purpose, equation 2.3.44 (chapter 2) was

used to simulate the FWM amplitude 2D plots, corresponding to the experimental

data and roughly determine σ. This equation assumes the delta pulse condition. The

simulated plots for EX1 and EX2, corresponding to figure 3.3d and 3.3e are shown

in figure 3.3g and 3.3h, respectively, along with the obtained value of γ and σ. As

is evident, the simulations confirm the validity of the assumption σ ≪ γ. Figure
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3.3f and 3.3i displays the experimentally obtained and simulated FWM amplitude

2D plots, respectively for EX1 in flake-6, which is the flake of lowest thickness in the

sample. It is clear that σ remains negligible and independent of flake thickness, with

an upper bound of σ ≤ 1 meV.

The FWM amplitude vs τ12 data was fitted with the convolution of equation

2.3.46 (chapter 2), with a Gaussian pulse shape and considering the upperbound of

σ. Figure 3.3b and 3.3c demonstrate examples of such fitting for EX1 and EX2,

respectively, where, the red (cyan) color corresponds to multilayer flake-2 (monolayer

flake-6). The validity of the upper bound of σ was confirmed by the consistent fit

quality. The homogeneous linewidth γ extracted from the fit for both excitons are

≈ 5 meV and ≈ 8 meV, for flake-2 and flake-6, respectively, with σ ≤ 1 meV. In

contrast, conventional MX2 exhibits such behavior only when fully encapsulated in

thick hBN [30, 31]. Comparatively, in bare monolayer MoSe2 [30], σ ranges between

7 to 15 meV.

Evolution of γ with environmental parameters

Now that γ is extracted reliably from the two pulse FWM data, we can discuss about

the detailed evolution of γ as a function of various environmental conditions, as sum-

marized in figure 3.4. We examine the behavior of γ with respect to temperature,

excitation power, flake locations, and flake thickness. The first noticeable aspect is

the resilience of the excitonic coherence with respect to sample temperature (T) and

the resulting increase in exciton-phonon interaction. Examples of FWM dynamics on

multilayer flake-2 with respect to temperature variation for EX1 and EX2, are shown

in figure 3.3a and 3.3b, respectively, while γ(T ) for these excitons are presented in fig-

ure 3.3c and 3.3d. Remarkably, the coherence dynamics remain discernible, although

approaching our time resolution (≈ 100 fs) even at room temperature. This contrasts

sharply with MX2 systems, where the dynamics becomes unresolveable above approx-

imately 120 K, measured with similar temporal resolution [28–31]. This highlights a

particular robustness of the excitons in ReS2 against temperature-induced decoher-

ence. The thermal broadening of homogeneous linewidth, γ(T ) can be analyzed in

detail using the follwing expression:

γ(T ) = γ0 + αT + β

(

exp

(

E0

KBT

)

− 1

)−1

(3.3.1)
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where γ0 is the homogeneous linewidth limit at zero temperature, E0 is the ther-

mal activation energy and KB is the Boltzman constant (1.38× 10-23 J/K). The 2nd

and 3rd terms in this expression represent the contributions of low-energy acous-

tic phonons and high-energy optical phonons, characterized by the corresponding

scattering coefficients α and β, respectively. Equation 3.3.1 describes how increas-

ing temperature causes homogeneous linewidth broadening or faster coherence decay

as a result of the exciton-phonon scattering. The linear dependence of γ on T for

acoustic phonons stems from the assumption that the energies of interacting acoustic

phonons, constrained by momentum conservation, are less than the thermal energy

kBT . As is shown from figure 3.3c and 3.3d, γ(T ) exhibits an exceptionally linear

behavior even up to room temperature. The extracted value of γ0 is 5.8 ± 0.9 meV

and ≈ 3.9±0.8 meV for EX1 and EX2, respectively. For both EX1,2, the value of the

acoustic-phonon scattering coefficient α is extracted to be ≈ 33±15 µeV/K. The pro-

nounced linear behavior of γ(T ) in ReS2 is noticeably different from the well-reported

parabolic trend of γ(T ) in MX2 [28–31].

On the other hand, the optical phonon contribution to homogeneous linewidth

broadening can be fitted with several pairs of E0 and β, with E0 varying from 50 meV

to 200 meV and β ranging from a few meV to 2 eV. Based on a recent estimation of

E0 [18], we limited E0 at around 50 meV and, from fitting, extracted it to be 61 (44)

meV, with β being 5.0 ± 2.6 (6.3 ± 1.1) meV for EX1(2). The extracted value of the

optical phonon coupling (β) in ReS2 is approximately 30 times lower than in MoSe2

and WSe2 monolayers [28,30] for similar activation energy and acoustic phonon cou-

pling strength, demonstrating once again the robustness of ReS2 excitonic coherence

against an increase in temperature. The pronounced linear behavior of γ(T ) observed

for ReS2, caused by relatively weak optical phonon coupling, is surprisingly similar to

what has been reported for single-walled carbon nanotube systems exhibiting exciton-

phonon scattering within one-dimensional framework [96,97]. To further understand

this unique behavior in the two-dimensional ReS2, one possible approach of inter-

preting this behavior ia to consider the quasi-one-dimensional characteristics of the

Rhenium (Re) chains in the crystal structure. These chains, a result of the mate-

rial’s strong structural anisotropy, might contribute to the observed exciton-phonon

interactions in a manner akin to what occurs in true one-dimensional systems [20,65].

Exciton density is an important parameter that can influence γ. This parameter

is controlled directly by the pump power density, P . An increase in P leads to higher
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exciton density, which leads to more exciton-exciton and cause excitation induced

dephasing (EID) [31, 50]. Studies with power dependent FWM meeasurments have

consistently reported a linear trend in γ(P ) within 102 − 103 W/cm2 for bare and

hBN encapsulated MX2 monolayers [31, 50]. In our measurements for ReS2, up to

2.5× 105 W/cm2, γ(P ) displays two distinct quasi-linear characteristics, as shown in

figure 3.3e and 3.3f, for EX1 and EX2, respectively. This rather unusual behaviour

was analyzed, in each region, using a power-law model: γ(P ) = γP0 + A× P , where

γP0 is the zero-power linewidth and A is a coefficient which quantifies the strength of

exciton-exciton interaction. Under low power conditions (Region-I), A is extracted to

be ≈ 5 × 10−4 meVcm2/W at 10 K temperature for both excitons, which is an order

of magnitude smaller compared to MX2 [65], measured with similar pulse length

and repetition rate, indicating reduced EID in ReS2. Similar measurements done

at 77 K temperature also exhibit similar behavior, highlighting robust coherence

characteristics of EX1,2 against an increase in optical density. We conclude the study

of exciton coherence by exploring the variation in γ depending on the measurement

location. Figure 3.3g displays γ for both EX1,2 over multiple locations on Flake-2

spanning approximately 10 µm. The extracted γ values exhibit very weak spatial

dispersion, demonstrating uniform exciton coherence dynamics behavior across the

flake, which once again confirms the measured negligible inhomogeneous broadening

(σ). Figure 3.3h demonstrates a comparison of γ for EX1, EX2 in four flakes: flake-1,

2, 4 and 6. As is shown, γ does not change significantly as the flake thickness changes

from monolayer (flake-6) to multilayer (flake-2). This once again implies a distinct

robustness of the excitonic coherence dynamics in ReS2.

3.4 Population dynamics

Following the trails of the study of coherent dynamics, a three-pulse resonant excita-

tion scheme (pulses denoted as P1, P2, P3), is employed to examine the population

dynamics of excitons EX1 and EX2. When the delay between P1 and P2, τ12 is set

at ≈ 0, the polarization-selective resonant pumping generates an initial population of

anisotropic excitons within the light cone. The generated excitons then relax through

both radiative and non-radiative channels.

A schematic illustrating these processes is provided in Figure 3.5. To identify

the relevant relaxation channels for excitons in ReS2 and explore the interactions
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exponential transient response function R(τ23) ∝ ∑3
n=1Anθ(τ23)e

− τ23
T1n , convoluted

with a Gaussian pulse, where Θ(τ23) is the Heaviside function.

The fitting analysis allows for the extraction of three distinct lifetime compo-

nents: T11, T12, and T13, as well as their corresponding relative amplitudes A1

A
, A2

A

and A3

A
, where A = A1 + A2 + A3, for both excitons. The longest decay component,

approximately in the nanosecond range, is accurately determined from experiments

with extended delay ranges, as shown in figures 3.6e and 3.6f. To ensure clarity in

short-time-scale analysis, alternative fitting methods were also employed: i) fitting

with only two measurable decay times (figure 3.6a), and ii) fitting with three decay

times while assuming the first decay time is instantaneous relative to the experimen-

tal resolution or T11 ≪ Tp (figure 3.6b). These alternative approaches resulted in

poor fitting quality, underscoring the necessity of analyzing with a model with three

resolvable decay channels, as demonstrated in figure 3.6c.

The three lifetime components and their corresponding relative amplitudes across

different temperature, power density and flake number, for both EX1 and EX2 are

presented in figure 3.7 and 3.8, respectively. We see an extremely fast initial decay

channel, T11 with a characteristic time of approximately 150 fs, for both excitons.

This decay time changes slightly depending on temperature, excitation power, and

flake thickness. The second decay component, T12 can vary between 0.5 to 1.0 ps.

the relative amplitudes of these two components are similar (A1

A
≈ A2

A
). The third

decay component (T13) can be between hundreds of ps to few ns, both excitons, with

higher relative amplitude (A3

A
≈ 2 × A1

A
) at low power and temperature. The 150 fs

ultrafast decay timescale, is similar to what has been widely reported for dynamics

measurement under resonant optical excitation, in different MX2 systems [29, 30, 98,

100]. However, our result sharply contrasts with non-resonant studies on ReS2, which

was able to only measure dynamics in the range of 10−100 ps [70,91–93]. It is worth

mentioning that the population dynamics, including the lifetime components and

their relative amplitudes, remain largely unaffected by variations in flake thickness.

This observation suggests that the band structure remains consistent regardless of the

number of layers present and again confirms the known property of weak interlayer

coupling in ReS2 [67].

Population dynamics vs bandgap structure
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Our results show that all three time components decrease as optical power and tem-

perature increase. Additionally, we observe a change in the relative contribution of

these components: the weight of the third channel (A3

A
) decreases, while the contri-

bution of the second channel (A2

A
) increases, eventually becoming dominant at room

temperature. Such multiscale dynamics indicate a strong interplay between bright

states and dark states reservoirs [18, 28, 39, 68, 100]. TMDs possess relatively large

exciton mass, the broad exciton linewidth and the small conduction band splitting,

which makes exciton scattering in these materials highly efficient [59,90]. Hence, a sig-

nificant fraction of exciton population can scatter out of the light cone, into the dark

state reservoir through non-radiative process. These can include exciton-phonon scat-

tering, exciton-exciton scattering and also Auger scattering process which has shown

a particularly high efficiency in WSe2 monolayers [100]. With increasing temperature

and excitation density, non-radiative exciton-phonon and exciton-exciton scattering

increase, respectively and eventually become the dominant process in the population

dynamics. The dark states can be: (i) excitons with in-plane momentum outside

the light cone of the dispersion branch, and (ii) spin-forbidden dark states, which lie

tens of meV below the bright states and emerge from structural anisotropy-induced

exchange interaction, as revealed in recent magneto-PL studies on ReS2 [68]. The

complex exciton population dynamics, with varying decay times, can be attributed

to a combination of the characteristic times of scattering processes in excited states

and irreversible decay processes into the fundamental state. In this framework, a

combination of radiative decay into the fundamental state and exciton scattering into

the dark states gives rise to the first ultrafast component (T11). The longer second

(T12) and third components (T13) are associated with the decay of the dark excitons,

primarily due to the return of the population into the light cone via secondary scat-

tering. It should be noted that the population dynamics of EX1 and EX2 are very

similar across different temperatures and excitation densities. This similarity, par-

ticularly at low temperatures despite the 30 meV exciton energy splitting, indicates

that inter-valley EX1-EX2 scattering plays a negligible role compared to the other

scattering mechanisms discussed above.

Our results show that T1 and T2 values for layered ReS2 are similar to what has

been reported for excitons in MX2 monolayers [28–31, 39, 50, 94, 100], which possess

direct band gap characteristics. In contrast, indirect gap bilayer MoSe2 [99] exhibits

ultrashort T1 (60 fs and 800 fs) and T2 (50 fs) values at 30 K temperature. This
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decrease by one order of magnitude stems from interlayer coupling causing a complex

indirect bandstructure for bilayer MoSe2, which provides multiple ultrafast scattering

pathways for excitons. The enhancement of exciton-photon scattering times due

to the indirect band gap was estimated to be around 10 fs in WS2 bilayers [101].

Therefore, our findings on ReS2 suggest an electronic structure featuring direct band

gap regardless of layer thickness, which was predicted earlier using angle-resolved

(k-space) photoemission spectroscopy on bulk [20] and atomically thin ReS2 [32].

3.5 Conclusion

In summary, we investigated the intrinsic T2 and T1 characteristic times of excitons in

anisotropic ReS2 layered systems using ultrafast four-wave mixing microscopy under

resonant conditions. We found that the excitonic linewidth has negligible contribu-

tion from inhomogeneous broadening, while the population dynamics T1 is primarily

dominated by ultrafast non-radiative processes. We found T2 to show a weak depen-

dence on layer thickness, whereas T1 remains almost independent of it. Compared to

the excitonic coherence in MX2 TMDs, few-layer ReS2 displays remarkable robust-

ness against optical density and temperature, enabling room-temperature quantum

features. The largescale spatial homogeneity of T2 and the negligible inhomogeneous

contribution indicate a particularly low level of excitonic disorder in exfoliated flakes.

Our findings thus provide fundamental insights into low-dimensional anisotropic lay-

ered ReS2, highlighting that it offers the advantage of MX2 monolayer-like direct

band excitonic properties combined with the robustness provided by the multilayer

structure.
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4 Dynamics of excitons in

MoSe2-graphene heterostructure

4.1 Introduction

MoSe2 is one the most prominent and extensively studied vdW materials. In its

monolayer form, this material exhibits a direct bandgap and hosts bright excitons

with exceptionally high binding energies [8,12–16]. Furthermore, the vdW properties

of MoSe2 allow stacking of monolayers or thin layers of this material, with other

vdW materials to form heterostructures. Although the excitonic properties in bare

MoSe2 have been studied extensively, significant opportunities remain for exploring

and engineering novel excitonic properties in MoSe2 based vdW heterostructures.

These advanced structures could induce new phenomenon at the interface or add new

degrees of freedom over the excitons [9,12,13,33]. In this chapter, we investigate the

exciton dynamics in a MoSe2-graphene heterostructure.

In our study, we work with a sample prepared by our collaborators at IPCMS, Uni-

versity of Strasbourg (Stephane Berciaud’s group), consisting of a MoSe2 monolayer

encapsulated in hBN and deposited on a Si/SiO2 substrate. Our sample also contains

regions with a heterostructure of monolayer MoSe2 and graphene. The electronic and

optical properties of this heterostructure can be heavily influenced by any phenomena

occurring at the interface, due to the atomic nature of the constituent monolayers and

the sub-nm interlayer distance [5]. In this study, we attempt to uncover the effect of

the coupling between graphene and MoSe2, on the excitonic properties, particularly on

exciton dynamics. We aim to determine the timescale and the nature of the dominant

coupling mechanism. The interaction between excitons in MoSe2 and graphene can be

static, occurring as soon as the two materials come into contact, or dynamic, driven

by photoexcitation. Studies on heterostructures composed of graphene and various

Group 6 TMDs (MoSe2, WSe2, WS2) have discussed two possible dynamic processes

in this context: net charge transfer and energy transfer [5, 33–36]. Regardless of the

nature of the dynamic process, the presence of graphene is expected to introduce a

non-radiative decay channel (timescale denoted by τG) for excitons in the heterostruc-

ture. Previous studies have discussed the nature and timescale of this decay channel
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and hypothesized contribution from both an energy transfer process [5, 33, 35] and a

net charge transfer process [34, 36]. Notably, our collaborators, using time-resolved

photoluminescence (TRPL), investigated the same sample studied in this work, es-

timating the energy transfer timescale to graphene, to be approximately 2.5 ps [5].

This timescale roughly aligns with reports in other studies [33–35]. However, the

long rise times (on the order of several ps) observed due to the nonresonant excita-

tion used in these studies obscure the exciton dynamics at ultrafast timescales (less

than 1 ps). Therefore, in this context, we question the role of graphene on the in-

trinsic characteristic decay time of excitons. In our study, using FWM microscopy

with resonant excitation, we determine the timescale (τG) of photoinduced dynamic

transfer process into graphene and question the nature of this transfer process. We

also show that graphene imparts an unpredicted and remarkable effect on the exciton

dynamics, by increasing the inhomogeneous broadening with higher excitation power

density, leading to a confinement effect and a subsequent increase in exciton lifetime.

4.2 Sample description and initial characterization

The sample under investigation here is an hBN-encapsulated Graphene-MoSe2 het-

erostructure, prepared via mechanical exfoliation and transfer (details in Chapter 2)

on a Si/SiO2 substrate. The sample features several regions with distinct heterostruc-

ture configurations, from which we selected three areas for measurement. The first

area contains only a monolayer of MoSe2 encapsulated in hBN, with no Graphene

present. The second and third areas consist of monolayer and bilayer Graphene, re-

spectively, stacked on top of monolayer MoSe2, with the entire structure encapsulated

in hBN. For ease of description, these regions will be referred to as the reference re-

gion, Gr-1L region, and Gr-2L region, respectively. The results obtained from the

reference region serve as a baseline for comparison with those from the Gr-1L and

Gr-2L regions. This comparison allows us to assess the influence of Graphene on

the excitonic dynamics in monolayer MoSe2. Figure 4.1 shows an optical microscopy

image of the sample with all three chosen regions marked for clarity.

As seen in Figure 4.1, even the smallest region exceeds an area of 10 µm2. Given

the spatial resolution of our experiment (≤ 1 µm), it is essential to select a pre-

cise spot within each region for focused measurement, ensuring accuracy and consis-

tency throughout the comparative analysis. Hyperspectral PL mapping facilitated
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(a)

Figure 4.1: White light image of MoSe2-graphene heterostructure sample under inves-

tigation. The regions containing MoSe2, MoSe2-1 layer graphene and MoSe2-2 layer

graphene are marked in blue, white and green, respectively. The image was taken

from our collaborators [5].

the identification of three optimal locations that exhibited clean PL signatures, free

from structured background. Figures 4.2a, 4.2b, and 4.2c display the white light

(gray-scale) images of the reference, Gr-1L, and Gr-2L regions, respectively, with the

chosen measurement locations highlighted by circles. The PL spectra from these loca-

tions are shown in figures 4.2d, 4.2e, and 4.2f (taken at 15 K temperature and ≈ 255

W/cm2 power density). The reference region demonstrates a typical MoSe2 monolayer

PL spectrum, with the exciton peak at 1.65 eV and the red-shifted charged exciton

(trion) peak at 1.62 eV. In contrast, the spectrum from the Gr-1L location shows no

signature of the trion. Additionally, there is a significant quenching (decrease) of the

exciton intensity by almost a factor of 15 and a small red-shift in exciton energy (10

meV) compared to the reference location. For the Gr-2L spectrum, the trion peak is

absent as well. The exciton intensity here is further quenched, and the exciton peak

is red-shifted relative to the Gr-1L location by 7 meV. The PL spectra for the three

locations are shown together (zoomed on the exciton) in figure 4.2g, which highlights

120



the PL quenching and the red-shift in exciton energy, in the presence of graphene.

The observations mentioned so far: the absence of trion, red-shift of the exci-

ton peak, and PL quenching, have all been reported in previous studies on TMD-

Graphene heterostructures [5,6,33–37]. The explanations regarding these observations

will be summarized below, after reminding some relevant properties of Graphene.

Graphene has semimetallic properties, with exceptionally high electron mobility and

cone-shaped energy dispersion (Dirac cones). The Dirac point of Graphene is located

within the bandgap of most group-6 TMDs, making it an ideal acceptor of charge

carriers [5, 33]. Most of the effects on the static and dynamic properties of excitons

observed in TMD-Graphene heterostructures can be traced back to this capability of

Graphene to accept charge carriers.

In this context, we can start discussing our observations beginning with the ab-

sence of trions in the presence of Graphene. Thin layers of TMD usually contain a

considerable amount of native doping, regardless of the fabrication technique. These

extra charges give rise to the formation of charged excitons or trions. When a mono-

layer TMD (MoSe2 in this case) is brought into contact with Graphene, because of

the band offset, the native doping from MoSe2 crosses over to Graphene. This static

charge transfer process happens without photo-excitation and effectively makes the

TMD monolayer charge neutral, leading to the absence of charged exciton or trion

emission in the PL spectrum observed in this study [5, 6, 33]. The red-shift in the

exciton peak can also be attributed to a static effect, although not to static charge

transfer. The exceptionally high binding energy of excitons in monolayer TMD is

due to the lack of dielectric screening around the excitons. In a heterostructure,

Graphene provides extra screening, causing a reduction in the binding energy. At

the same time, the mismatch between the Fermi levels between MoSe2 and Graphene

causes a reduction in the electronic bandgap in MoSe2. The interplay between these

two effects lead to an overall small decrease of ≈ 10 meV in the exciton transition

energy [34,37].

The last effect we will discuss, namely PL quenching of excitons in MoSe2 (and

other group-6 TMD by extension), can not be explained by a static process. Pho-

toexcited dynamic transfer process (energy transfer or net charge transfer) opens up

a non-radiative decay channel for the excitons and leads to significant PL quenching

in the presence of graphene. The precise characteristic timescale of these processes

are still a matter of active studies. This aspect of TMD-graphene heterostructures
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will become more relevant in section 4.4, where we look into the population dynamics

of excitons.

Following the PL characterization, we proceed to perform FWM microscopy to

study the exciton dynamics, as a function of excitation power and temperature. In

order to deliver a more consistent description of our results and the corresponding

interpretations, the coherence dynamics results will be divided into two parts: inho-

mogeneous and homogeneous broadening. First, our observations regarding the inho-

mogneneous broadening of excitons in this sample will be discussed and the method

we followed to extract the inhomogeneous linewidth (σ). This will be accompanied

by a comparison of the evolution of σ with different environmental parameters, across

the three locations. Subsequently, the exciton population dynamics results will be

presented. The corresponding explanations directly follow the trend observed in the

evolution of σ. Finally, the behavior of the homogeneous linewidth (γ) of excitons in

this sample will be described and explained using the population dynamics results.

4.3 Inhomogeneous broadening

Inhomogeneous broadening can play a crucial role in determining the overall coher-

ence dynamics of excitons, particularly when there is non-negligible disorder in the

host material. Accurately evaluating σ can provide valuable insight into the mate-

rial’s properties, for instance, how the disorder is influenced by the stacking of two

layered materials. More particularly, in this study, inhomogeneous broadening plays a

specific role, and its evolution with power and temperature governs the changes in the

coherence and population decay of the excitons. The FWM measurements and data

analysis, used to extract the inhomogeneous linewidth σ and homogeneous linewidth

γ, follow similar methodology outlined in Chapter 3. We perform two pulse FWM

measurement with excitation energy resonant with the exciton energy extracted from

PL measurements. We use circularly polarized excitation, to ensure the selective for-

mation of excitons in a single valley of MoSe2. We Fourier transform the spectral

interference of the two-pulse FWM signal from the excitons and the reference beam

to obtain the FWM amplitude as a function of real time, t, and the pump-probe delay

τ12. The presence of notable inhomogeneous broadening, leading to a photon echo

signature, manifests itself in the 2D t − τ12 plot as high FWM amplitude along the

t = τ diagonal line.
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due to the nonlinear local field effect [102] and does not play a significant role in

determining the FWM amplitude decay for positive delay. The decay timescale can

be reliably extracted without taking this effect into account.

Additionally, for the sake of comparison with PL data, we calculated the exci-

ton linewidth (full width at half maximum, FWHM) using γ and σ, extracted from

two-pulse four-wave mixing (FWM) measurements at low power (where the exciton

density regime can be comparable). In this calculation, we considered the exciton

lineshape obtained from FWM, as a convolution of a Lorentzian of FWHM given by

γ and a Gaussian lineshape of FWHM given by σ. We compared this to the exciton

linewidth obtained from the PL spectra. Table 4.1 shows a comparison between the

linewidths calculated by using the two methods described above. As demonstrated,

the linewidths calculated from FWM measurements (from 6.4 W/cm2 to 31.8 W/cm2

pump power density) match closely with the ones obtained from PL spectra (at

255 W/cm2) excitation power density). At higher pump power density, the FWM

linewidth diverges away from the PL linewidth, due to excitation induced effects.

Pump power density (W/cm2) Reference location Gr-1L location Gr-2L location

FWM linewidth (meV)

6.4 2.57 ± 0.31 1.85 ± 0.16 3.19 ± 0.21

12.7 2.46 ± 0.19 1.87 ± 0.14 2.93 ± 0.89

31.8 2.46 ± 0.22 2.04 ± 0.07 3.39 ± 0.19

PL linewidth (meV) Excitation power: 255 W/cm2 2.82 1.95 2.46

Table 4.1: Comparison between exciton linewidth at the three measurement locations,

obtained from 2 pulse FWM and PL measurement

We will look into the behavior of the extracted homogeneous linewidth γ later in

this chapter. For now, we focus on how σ evolves with two environmental parameters:

excitation power density (pump power density, P) and temperature (T).

Figures 4.5a and 4.5b show the evolution of σ as a function of P and T, respec-

tively, for the three measurement locations. The power dependent measurements

were performed at a temperature of 15 K, while the temperature-dependent measure-

ments were conducted with P ≈ 255 W/cm2. The choice of the pump power density

was made to ensure that enough FWM signal to noise ratio is achieved even at high

temperature, where exciton oscillator strength is expected to decrease [12].

For the reference location, σ only shows a slight decrease with increasing P. In

stark contrast, for the Gr-1L and Gr-2L locations, σ exhibits a clear trend of increas-

ing with higher values of P. On the other hand, for all three locations, σ increases
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heavily influences the evolution of population decay and homogeneous lineiwdth γ.

As will be discussed, these rather unexpected observations lead to a remarkable effect

of graphene on the excitons in MoSe2.

4.4 Population dynamics

Next we discuss the population dynamics of excitons in this sample. A three-pulse

FWM scheme (details in chapter 2) was used to measure the population dynamics.

The FWM amplitude vs pump-probe delay (τ23) data suggests the presence of multiple

decay mechanisms with different decay timescales interacting with each other. Similar

to figure 4.4, we notice considerable FWM amplitude at negative delay τ23, due to

nonlinear local field effect [102], which does not play a significant role in determining

the population decay timescales. The population dynamics data was fitted with

equation 2.3.47, which allows us to separate the contribution of different timescales

involved in shaping the dynamics. To accurately determine the number of decay

components in the dynamics, we compared the fit using two exponentials with the

fit using three exponentials. The results for both cases, across the three locations,

are shown in Figure 4.6. To ensure clarity, we analyzed the fits in both short and

long time windows. We present the short window fit (up to 10 ps) in Figures 4.6a,

4.6b, 4.6c and the long window fit (up to 190 ps) in Figures 4.6d, 4.6e, 4.6f. As

demonstrated, the two exponential model resulted in poor fitting quality. In order to

quantify the error in these two fitting methods, we calculate the relative sum error

(σerr) as:

σerr =

√

1
N

∑N

i=1(x
data
i − xfiti )2

⟨|xdatai |⟩ (4.4.1)

where, N is the number of FWM amplitude data points, xdatai denotes the ex-

perimentally obtained FWM amplitude for a certain delay τ23 and xfiti represents

the fit value corresponding to the same delay. The extracted σerr for three expo-

nential component fit for reference, Gr-1L and Gr-2L location are 0.0.05, 0.02 and

0.02, respectively. Whereas, σerr values for two component fit are 0.14, 0.48 and

0.55, respectively. The higher values of σerr, for the two component fit highlights the

necessity of using three exponentials to accurately model the population dynamics

data.
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4.6f), shows that the FWM amplitude does not decrease monotonically with τ23 and

can even rise again after an initial drop. These types of features can not be fitted with

just a sum of multiple exponentials. Rather, this can be explained by considering that

population decay is a coherent process and the interaction of the phases of the decay

timescales can lead to such features in the dynamics [30, 38]. Hence, the inclusion

of the phases in the fitting equation is required to get a good fit of the population

dynamics data and determine the decay timescales accurately.

Following the extraction of the decay timescales, we now look at how they evolve

with different excitation power density (pump-1 power density, P) and temperature

(T). These results are summarized in Figure 4.7. With increasing P, we observe a

decrease in T11 for the reference location (Figure 4.7a), whereas it increases for Gr-1L

and Gr-2L locations. Figure 4.7c shows a similar trend for T12. On the other hand,

T13 increases with higher P, for all three locations (Figure 4.7e). It is noticeable

that the value of T13 at any given P for the reference location is significantly higher

(approximately by a factor of 2), compared to the values for the Gr-1L and Gr-2L

locations. Figures 4.7b, 4.7d, and 4.7f show the evolution of the decay components

with increasing T. For all three locations, as T rises, we observe a slight decrease in

T11 and T12, along with a general increase in T13. Apart from a singular effect (that

we attribute to a fluctuation in the experimental conditions) resulting in a high T13

value at temperature T= 57 K, the rate of increase of T13 as a function of T is higher

for the reference location compared to Gr-1L and Gr-2L locations.

We will start the interpretation of the population dynamics results by discussing

the likely origin of each of the decay components and then proceed to explain the

differences that we observe in the dynamics as a result of the presence of graphene.

The decay components can be described in a somewhat similar way as the components

observed for ReS2 excitons (chapter 3). The fastest component T11 most likely stems

from a combined effect of the radiative decay of the exciton into the fundamental state

and scattering into the dark states. There is no general consensus about the precise

origin of the two longer components (T12 and T13), but they have been associated

with the decay of the dark excitons, primarily due to the return of the population

into the light cone via secondary scattering [28, 38]. These states can be momentum

dark states (momentum out of the light cone) or spin forbidden states [28].

130





Coupling with graphene

As presented in Figure 4.7, the evolution of the population decay timescales in

MoSe2, with P and T show clear differences when graphene is present in the envi-

ronment. The most notable change with the introduction of graphene is observed

for T13 in our results, which decreases by a factor of ≈ 2, compared to the reference

location. The extracted values of T11 and T12 do not show any appreciable reduction

in Gr-1L and Gr-2L location compared to the reference location, at low power density

and at any temperature of measurement. Hence, our results do not highlight a distin-

guishable signature of a dynamic transfer process (whether energy or net charge) into

graphene in few-ps timescale, as estimated by previous studies using non-resonant

excitation, on similar heterostructures [5, 33–35, 40]. On the other hand, the ob-

served reduction of T13 in the presence of graphene highlights a coupling mechanism

on a long timescale, largely distinct from of T11 and T12. From the measurements,

we can estimate an approximate value of the transfer timescale, by comparing T13

between the reference location and Gr-1L location, at a lower power of 12.7 W/cm2

where the power induced effect is minimized. By considering the decay rate for Gr-1L

(Γ13G = 1/T13G), as a sum of the decay rate at the reference location (Γ13r = 1/T13r)

and the decay rate corresponding to transfer timescale into graphene (ΓG = 1/τG),

we estimate τG to be approximately 100 ps.

Now that, in the low excitaion density regime, a long timescale of the exciton-

graphene coupling has been highlighted, the origin of such a mechanism should be

questioned. If there is a transfer of one type of charge carrier (either electron or hole)

into graphene, an expected outcome would be an increase in doping of graphene, which

would lead to an increase in its Fermi energy EF. This would cause a measureable

shift in the Raman peak energy of Graphene. We refer to this process as net charge

transfer. The earlier studies referred to so far [5,33–35,40], used Raman spectroscopy

to monitor the doping level in graphene. They found no significant signature of dop-

ing in the Raman line of graphene within the time resolution of their experiment (>

1 ps). They hypothesized that the dynamic carrier transfer process into graphene is

dominated by either a dipole-dipole interaction between charge carriers in graphene

and MoSe2 or simultaneous tunneling of electron and hole into graphene. The authors

refer to both situations as energy transfer, as no net charge differences are induced in
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mental transition level. The mechanism of coupling highlighted in our study differs

strongly from the earlier studies. We can suggest that the coupling mechanism re-

sponsible for the observations in our study, originates from net charge transfer, which

is expected to occur on a timescale much longer than energy transfer. This hypoth-

esis could be further verified by performing resonant Raman spectroscopy on similar

heterostructures and monitoring the doping level in graphene, focusing on the tens

of picoseconds timescale.

However, this raises a very interesting question: Why are fast decays, attributed

to transfer to graphene, not decipherable in our resonant experiments? Conversely,

why have longer timescales of decay not been observed in TRPL experiments? The

answer may lie, as mentioned above, in the conditions of the experiments. In resonant

experiments, hot excitons and free electron-hole pairs are not involved; only bound

fundamental excitons, which are more difficult to dissociate, are present. Addition-

ally, with off-resonant excitation, the quenching of the photoluminescence attributed

to transfer process into graphene during hot exciton relaxation, leads to a severe re-

duction in the density of excitons at the fundamental level. This results in a distinct

regime of excitation between resonant and off-resonant experiments. This latter point

suggests that exciton scattering mechanisms, such as exciton-exciton interactions, are

more efficient in the regime of resonant excitation, leading to faster decay components

in the population dynamics and hindering the short-time coupling mechanisms with

graphene. Moreover, with off-resonant excitation, hot excitons can decay and pop-

ulate several dark exciton states, in stark contrast to resonant experiments, where

only the bright excitons are primarily excited, resulting in different initial conditions

for the population dynamics. A schematic showing the possible dark state scattering

channels for the resonantly excited bright exciton in the studied heterostructure is

presented in figure 4.8.

Evolution of T11 with excitation power density

We now focus on another important observation regarding the fastest decay timescale

T11. The evolution of T11 with increasing P (figure 4.7a) bears a remarkable resem-

blance to the trend observed for σ in Figure 4.5a), i.e., T11 decreases with higher P

for the reference location and in contrast it increases with higher P for Gr-1L and

Gr-2L locations. This can be explained by the following hypothesis. An increase in
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the localization of the excitons would lead to longer radiative decay [41]. Since, T11 is

attributed to a combined effect of radiative decay and scattering into dark states, in-

creasing exciton localization would manifest itself as an increase in T11. Localization

of excitons can be strongly influenced by local disorder, leading to inhomogeneous

broadening [41]. With an increase in σ, due to higher local disorder in the sample,

exciton center of mass localization length decreases. This enhanced exciton local-

ization results in a slower radiative recombination of the excitons (increase in T11).

This is precisely what is observed for T11 vs P for the graphene 1L and 2L locations,

consistent with the increase of σ with P. On the other hand, the exact opposite sce-

nario plays out for the reference location, where we observe a decrease in σ with

higher P. This leads to lower disorder in the sample, larger exciton localization length

(more delocalization), leading to faster radiative decay component leading to an over-

all decrease in T11. This hypothesis was also used in ref [30] to explain a correlation

between varying σ, depending on the measurement location and population lifetime

for excitons in another group-6 TMD material, MoSe2.

We also observe T12 following a similar trend as T11 with P. Without precisely

identifying the origin of T12, it is difficult to formulate a proper hypothesis.

4.5 Homogeneous broadening

After discussing the population dynamics, We can now go back and finish the analysis

regarding the role of the graphene interface on the coherence dynamics of excitons

in MoSe2. As described in section 4.3, we use the 2D t − τ12 plots to determine a

broad range of inhomogeneous linewidth σ, which allows us to fit FWM amplitude vs

τ12 data to extract the homogeneous linewidth γ (= 2ℏ
T2

), using equation 2.3.46. To

conclude the analysis, we look at the evolution of γ as a function of P and T in the

three locations, as presented in Figure 4.9. With higher P and T, we see an overall

increase in γ for all three locations. However, for the reference location, γ increases

at a faster rate (almost linearly) with respect to P compared to Gr-1L and Gr-2L

locations.

In order to understand the difference in the behavior of γ among the three loca-

tions, we meed to correlate it with our results regarding σ and T11, presented in the

previous sections. Now, let’s first focus on the reference location. We have observed

that with increasing power P, σ decreases at the reference location, and as a result,
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Pump power density (W/cm2)
T2/T11

Reference location Gr-1L location Gr-2L location

6.4 1.5 1.1 1.2

12.7 2 0.9 1.04

31.8 1.83 0.82 1.2

63.7 1.88 0.79 1

127.3 1.7 0.85 0.89

254.6 1.4 0.46 0.6

636.6 1.12 0.41 0.48

Table 4.2: Ratio of decoherence time T2 to population decay component T11 for

different pump power density and measurement locations.

to faster dephasing and rising γ. Since we don’t see any noticeable difference in the

behavior of γ a sa function of T, among the three locations, we can conclude that the

graphene layers and their phonon contributions, do not appear to play a crucial role

in MoSe2 exciton coherence with temperature.

4.6 Conclusion

In this study, we employed resonant four-wave mixing (FWM) microscopy to in-

vestigate the coherence and population dynamics of excitons in hBN-encapsulated

MoSe2-graphene heterostructure. A comparative analysis was conducted between re-

gions containing MoSe2 with and without graphene. The most significant influence

of graphene was observed in the longest population dynamics timescale, T13, which

exhibited a reduction by approximately a factor of 2. In contrast, no similarly strong

effect was seen in the other two population decay components, T11 and T12. From this

observation, we established a lower bound for the charge carrier transfer timescale

from MoSe2 to graphene of approximately 100 ps. We proposed several possibilities

to explain this result. Additionally, we observed a distinct variation in the behavior of

the inhomogeneous broadening linewidth (σ) across different measurement locations.

Notably, the increase in σ with optical density at the MoSe2-graphene location clearly

correlates with an increase in T11, suggesting that the presence of graphene enhances

exciton localization under optical excitation. This new graphene-induced effect, in

addition to its fundamental characteristics, could have interesting implications for

photodetector applications, where maximizing the lifetime is essential for enabling
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efficient electron-hole dissociation.

This study is the first to employ resonant excitation with ≈ 100 fs time resolution

combined with phase-sensitive detection on a MoSe2-graphene heterostructure. Our

results offer new insights into the dynamics of excitons in this type of advanced

vdW heterostructures, laying the groundwork for the development of a comprehensive

model to quantitatively describe exciton-graphene interactions in these systems.
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5 Statistical analysis of defect emis-

sion in hBN: spectral families

The results presented in this chapter are considerably different in nature compared to

the previous three chapters. This chapter focuses not on 2D systems, but rather on

zero dimensional (0D) confined systems. This study relies on a static (PL) analysis

of the optical properties of 0D systems, which is not only a self-contained investi-

gation but also a prerequisite for exploring more advanced spectroscopy techniques

on these types of systems. The work presented here is based on the findings pub-

lished in our article [109]. Single photon emitters (SPE) or Quantum emitters (QE)

in two-dimensional (2D) layered materials are rapidly emerging as building blocks

for next generation quantum technologies, including Quantum sensing and quantum

communication [45,110–116].These optically active defects inherit remarkable proper-

ties from their 2D host materials, such as: high mechanical flexibility, easy integration

into photonic chips and the ability to be stacked with other 2D materials leading to

a plethora of heterostructures. Another interesting feature of these quantum emit-

ters is their proximity to interfaces due to the atomically thin nature of their host

material, which significantly enhances photon extraction efficiency. Moreover, this

characteristic paves the way to advanced defect engineering including deterministic

placement of emitters and the ability to fine-tune their optoelectronic properties on

demand [43,117].

Among the different types of quantum emitters found in 2D materials, atomic-like

defects in hexagonal boron nitride (hBN) are particularly promising. hBN is a wide

bandgap semiconductor. In its bulk form, it has a 5.9 eV bandgap with VBM at K

point and CBM at M point of the first Brillouin zone. If the number of layers are

reduced down to a monolayer, it becomes a direct bandgap semiconductor (M point)

with 7.25 eV bandgap. It is electrically insulating (small dielectric constant), ther-

mally conductive, mechanically rigid and possess high thermal and chemical stability.

hBN has a graphene like hexagonal crystal structure. In an individual layer of hBN,

Boron (B) and Nitrogen (N) atoms are arranged in hexagonal pattern, with polarized

and strong covalent bond (sp2 hybridization) between them. Successive layers of hBN

are held together by weak Van der Waals force [45,118,119]. Because of its insulating
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properties, small lattice mismatch with graphene and resistance to oxidation hBN

has long been used for encapsulation and as a barrier material for 2 dimensional het-

erostructures and quantum well [120]. Atomically thin hBN has also been found to

be highly transparent over a broad wavelength range (250 nm-900 nm) [121].

In the recent years, hBN has come to prominence as a host of bright photostable

single photon emitters at room temperature [111,122–124], with emission spread over

a large wavelength range [111, 123–129], including ultraviolet [130–132] and near-

infrared ranges [133]. To date, very few materials have shown such exceptional prop-

erty. Examples include mostly wide bandgap materials like diamond, silicon carbide

and more recently carbon nanotubes [111]. hBN being a wide bandgap material

(5.9 eV in bulk hBN) has the ability to host localized defect states deep within its

bandgap and are well preserved from coupling with the continuous energy bands and

therefore exhibits single photon emission even at room temperature [111]. The versa-

tility of hBN -based quantum emitters is further underscored by recent breakthroughs

demonstrating resonant excitation [134], Rabi oscillation [135], ultrafast coherent con-

trol [136], and optical spin orientation [137–139]. These studies have demonstrated

the potential of hBN defects as a robust platform for both fundamental scientific

exploration and the development of next-generation quantum technologies. However,

to fully harness the potential of these emitters and bring them to the forefront of ap-

plication in quantum technologies, a deep understanding of the atomic composition

and structural characteristics of these defects is essential.

One of the primary difficulties in uncovering the origin of these defects is the

strong dispersion in emission wavelength, particularly in the visible range. This topic

remains under active debate. Theoretical studies have consistently shown that the

hBN can accommodate a wide variety of quantum defects, making it more difficult

to identify any single type of defect using their emission signature [140–143]. Mul-

tiple hypotheses have been proposed so far, particularly regarding emissions in the

1.6 − 2.2 eV optical range. Some studies hypothesized Carbon substitutions as a

critical factor in defect emission [144–149], while others suggest that formation of

donor-acceptor pairs may explain the sharp luminescence lines observed at low tem-

perature [150].

Beyond these, other possibilities like dangling bonds at surfaces or grain bound-

aries [151], naturally occurring vacancies or antisites [152–155], and oxygen substi-

tutions [156] have also been put forward as possible explanations. The complexity
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involved in identifying the exact origin of these defects in hBN is made worse by the

absence of precise experimental spectral assignments for the defect emission lines.

Several factors contribute to this difficulty: i) The potential coexistence of differ-

ent defects located spatially close together and with similar spectral features. ii)

The complex nature of the defect emission spectrum, which includes a main transi-

tion line known as the zero phonon line (ZPL), usually accompanied by one or more

phonon sidebands (PSBs). iii) Changes in the spectral features induced by local en-

vironmental factors, such as strain [157] or electric field from trapped charges and

surrounding dielectric environment. Some studies have reported histograms of ZPL

spectral occurrences based on a sample size of of 40-100 emission lines at room tem-

perature [111,158]. These histograms showed a broad distribution of ZPL occurrences

within the 1.6−2.2 eV range, suggesting that ZPL emission is distributed apparently

continuously across this spectral range. More detailed studies at cryogenic temper-

ature [123, 159] involving larger sample sizes of 340 and 627 ZPL occurrences have

shown a similar continuous distribution of ZPL emissions, albeit with four distinct

clusters. The presence of these clusters provide an opportunity for optical assignment

of defect emission lines. These findings underscore the importance of studying a large

number of defects to obtain statistically significant results. Addressing the appar-

ent randomness of spectral properties in hBN requires a comprehensive approach,

involving extensive data collection and analysis.

In this chapter, we address the challenges associated with the spectral identifi-

cation of defect emission families in liquid exfoliated hBN nanoflakes at room tem-

perature. The liquid exfoliation process is cost-effective, scalable and offer diverse

configurations in terms of flake size, flake agglomeration, and local environmental

conditions. This diversity allows an opportunity to fabricate representative samples

with various defect species, possessing different spectral properties. Our comprehen-

sive investigation takes into account a vast dataset of 87421 photoluminescence (PL)

spectra, which collectively yield 8307 zero phonon lines (ZPLs). This extensive sam-

pling allows us to construct ZPL occurrence histograms with a spectral binning of

2 meV , offering a high-resolution view of the ZPL spectral distribution. This enables

the identification of narrow sets of possible defect clusters. In order to analyze such a

large number of spectra, we developed a peak detection algorithm that determines the

emission energy and linewidth of ZPLs and corresponding PSBs. As such, 11 distinct

spectral ZPL emission clusters or families within the 1.6 − 2.2 eV range are clearly
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idenified. Each of these families has a well resolved emission energy center, indicating

a sharp discretization of the ZPL energy distribution. This finding challenges the

prevailing hypothesis of a broad and continuous distribution of defect energies and

the associated spectral randomness.

The precision in identifying these emission families can play a crucial role in un-

covering the microscopic origins of the emitters in hBN hosts. Given that density

functional theory (DFT) calculations often lack the accuracy needed to determine

absolute transition energies, the spectral spacing between these families serves as a

more reliable parameter, which could help significantly to identify the chemical com-

position of the defects. In addition to spectral identification, our statistical approach

provides valuable insights into the coupling constants between defects and lattice vi-

brations across a large dataset. On top of this, we present a pioneering exploration

of how the morphology of hBN nanoflakes influences the formation of different defect

species. We examine the relationship between defect occurrences and both the size of

the nanoflake building blocks and the type of their agglomerations. We demonstrate

that the formation of specific defect families can be precisely controlled by adjusting

these morphological parameters. This level of control offers a new avenue for tailoring

the properties of hBN-based quantum emitters. Reproducing one certain type of de-

fect with a specific emission energy is crucial for performing advanced time resolved

spectrocopy (FWM microscopy for example) measurements on these single systems.

5.1 Sample description and initial characterization

The hBN nanoflake samples for this study were prepared via the following steps. First,

the liquid exfoliated layered (1-5 layers) hBN nanoflakes suspended in 1:1 ethanol/wa-

ter solution, were purchased from Graphene Supermarket. 20 ml of the suspended

hBN solution was sonicated for 30 minutes in an ultrasonic bath to break down any

flake cluster formed due to sample aging. Following this, the hBN solution was cen-

trifuged at 8000 rpm for 30 minutes. Both the supernatant solution (upper part of the

centrifuged solution) and the complimentary precipitate solution can lead to unique

sample configuration in terms of flake size distribution and surface morphology.

143





the distribution of translation diffusion coefficients and subsequently of nanoflakes

hydrodynamics radii are determined. The experiments are performed at low sys-

tem concentrations, guaranteeing that the resulting distributions remain unaffected

by concentration levels. Two samples were prepared from the centrifuged solution.

Sample A was processed from the supernatant part, containing small flakes with sizes

distributed from 80 to 160 nm (FWHM boundaries), as shown in the DLS measure-

ment result (figure 5.1c). Whereas, sample B was obtained from the complementary

precipitate part of the solution and contains larger hBN flakes with two distinct size

distributions: One spanning from 130 to 250 nm, while the other extending from 9

to 14 µ m. The second size distribution is broader in width by two orders of magni-

tude and implies that, in sample B, the hBN flakes predominantly reside within this

distribution of larger flakes, centered around 11 µm.

Next, these hBN solutions were drop casted onto 1:1 O2/Ar plasma treated (2

minutes), 300 nm thick SiO2/Si substrates. The controlled plasma treatment of the

substrate was critical in accomplishing a high surface area coverage of the flakes and

desired morphologies. Afterwards, the prepared samples were annealed at 850◦C for

3 hours in a tube furnace under atmospheric pressure. It is important to mention

that the large agglomerations were mainly formed during deposition and drying of

nanoflakes on the substrates. Following the sample preparation, extensive white light

imaging was done to identify locations on the samples with different surface mor-

phology of hBN flakes. Figure 5.1a shows a schematic view of hBN flakes deposited

on the substrate, with a white light image of a typical area on the sample shown in

the inset. It also demonstrates an example of a structural defect in hBN: Nitrogen

vacancy (NV defect). All the samples prepared for this study were also characterized

by a scanning electron microscope (SEM) to explore different morphologies of hBN

nanoflakes distribution over the substrates, in section 5.6.

A home-built confocal micro-PL setup (0.6 NA, 50× objective) was used for char-

acterizing the hBN samples by obtaining hyperspectral PL maps. A continuous-wave

532 nm laser was used to excite the samples. With such sub-hBN-bandgap excitation,

we probe the defect induced emissions ranging between 1.6 eV and 2.2 eV. A schematic

of the setup and a detailed description of the experimental method is presented in

chapter 2. The PL emission spectrum (Iλ(λ)) were collected using a spectrometer

with a spectral resolution of 0.15 nm over the 555-785 nm (1.58-2.23 eV) range. We

convert the spectrum into energy by using the conversion, IE = Iλ(λ)hc
E

. The spec-
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tral lineshape is determined as: LE(E) = IE
E3 . Indeed, if one wants to compare it to

any model or quantities related to the fraction of light emitted into the zero-phonon

line (ZPL) with respect to the phonon sideband (PSB), it should be estimated based

on the lineshape (or population) L(E) and not on the PL intensity distribution IE,

where the latter scales with E3 due to the spontaneous emission process. We kept

the excitation power at 2 mW for all the PL measurements. This power is above the

saturation power for the majority of emitters and allowed us to work with the most

robust ones. The hyperspectral maps have a step size of 1 µm. The combination

of such a step size and the confocal detection allowed us to ensure that the same

emitter is not detected multiple time. Figure 5.1b shows a representative example of

a hyperspectral map obtained from one of the fabricated samples. A typical spectrum

obtained from a defect, corresponding to one pixel in a hyperspectral map, is pre-

sented in figure 5.1d, clearly highlighting the ZPL at 1.95 eV and PSB at 1.72 eV. We

performed extensive hyperspectral mapping of our hBN samples and obtained 87421

PL spectra in total. The methodology for accurately analyzing this massive number

of spectra is presented in the next section.

5.2 Peak detection algorithm

Accurate identification of zero phonon lines (ZPLs) in photoluminescence (PL) spec-

tra is particularly challenging, given that the majority of detected spectra contain

multiple peaks. These multiple peaks within a single spectrum can represent several

possibilities: they might correspond to multiple ZPLs from closely located defects

within the same laser spot, or they could be a combination of a ZPL and its asso-

ciated phonon sidebands (PSBs) from a single defect [126, 146, 161, 162]. Recently,

Hoese et al. [134] demonstrated that two-photon correlation measurements can reli-

ably distinguish between ZPLs and PSBs in a PL spectrum of hBN defects. However,

this method is impractical for analyzing large number of PL spectra such as the case in

our study. We approach the data analysis with the hypothesis that each PL emission

line is associated with an emitted ZPL, and that no isolated phonon-assisted tran-

sitions—such as those resulting from forbidden transitions, made allowed by strong

vibronic coupling—occur independently [142]. Based on this assumption, we have de-

veloped an algorithm that relies on the well-established physical properties of defect

emission spectra in hBN to differentiate between ZPLs and PSBs.
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Our algorithm is informed by research that has shown that, at room tempera-

ture, PSBs in hBN defect PL spectrum primarily arise from three distinct phonon

modes. These modes are red-shifted by approximately 166, 175, and 200 meV from

the ZPL [132, 134, 163–165]. Additionally, PSBs are characterized by significantly

lower PL intensity and broader linewidths compared to the ZPL. To automatically

and unequivocally determine whether a peak in a given spectrum is a ZPL or a PSB,

the algorithm proceeds as follows. The PL spectrum at each coordinate of a hyper-

spectral map is taken as input. In a spectrum, peaks are identified under the condition

that its prominence (height relative to its lowest contour line) is 3 times the noise

standard deviation (σnoise). The algorithm puts more emphasis on the prominence of

a peak rather than its absolute intensity. This allows for a very accurate comparison

of peak intensities and disregard the effect of spectrally shaped background and over-

lap of multiple peaks. For a single peak spectrum (SPS), the algorithm considers the

peak as a ZPL. In case of a multiple peaks spectrum (MPS), it considers two peaks

at a time and compares them in terms of its emission energy and prominence. As ex-

ample: in a spectrum with n peaks (I1, I2, I3, .....In), the algorithm first considers all

of them as ZPL and then compares the highest energy peak I1 with each subsequent

peaks I1+p, from highest to lowest energy.

In such a comparison, the sorting of these into ZPL and PSB is done based on the

two following criteria: i) the energy difference between the two peaks under compari-

son matches the energy of one of the three known phonon modes mentioned above and

ii) the red-shifted peak has smaller prominence and larger linewidth compared to the

other peak. If these two conditions are met, then the red-shifted peak I1+p is stored

as a PSB and not as a ZPL. The algorithm then moves on to the next unsorted peak

and repeats similarly. Since our measurement is limited to the spectral window of

1.58 - 2.23 eV, PSBs involving two phonon interaction can only be detected for ZPLs

at ≈ 2 eV. Hence, multi-phonon PSBs are not considered in this algorithm. After

filtering all the peaks, for each peak chosen as ZPL, the algorithm stores the peak

energy E00, its linewidth δE00 and the energy shift of the corresponding PSBs relative

to the ZPL. In addition to this selection process, we also impose an absolute limit of

30 meV on the linewidth of a peak in order for it to be considered as a ZPL. This

condition is based on numerous previous studies reporting the linewidth of defects in

hBN. To minimize the ZPL identification errors, we adopt a non-restrictive condition

on the phonon energy range (ZPL-PSB redshift) using a uniform interval of 135 to
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Figure 5.3: Flowchart illustrating the peak detection algorithm for ZPL and PSB

identification from a PL spectrum.
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Defect

family

ZPL center, ci

and width, wi

(HWHM) of peak

energy distribution

Mean

ZPL

HWHM

linewidth

(meV)

Relative abundance

(%) with respect to

total detected ZPL

ci (eV ) wi (meV ) Sample A Sample B

F1 2.01 14.8 10.2 10.7 N/A

F2 1.96 16.8 11.3 20.2 0.4

F3 1.91 5.8 10.5 N/A 6.9

F4 1.86 6.4 9.3 13.6 N/A

F5 1.85 9.8 10.8 N/A 14.4

F6 1.83 3.8 9.9 5.5 N/A

F7 1.79 0.2 3.6 9.4 2.1

F8 1.77 5.2 8.7 N/A 6.3

F9 1.74 0.2 7.8 3.2 0.9

F10 1.69 3.4 10.1 2.8 0.3

F11 1.63 3.4 9.2 3.3 N/A

Table 5.1: Summary of ZPL parameters for each defect family

at half maximum (HWHM) width (wi) ranging between 0.2 to 16.8 meV (listed in

table 5.1). This suggests that the defects are robust against any inhomogeneity in the

sample like flake orientation, thickness, strain and fluctuation in dielectric environ-

mental conditions. The residual sum of squares over the full spectral range was found

to be 6344, with a residual standard error of 4.4 occurrences. The high accuracy

indicates that almost all the detected ZPLs fall under one of the discrete families.

It is noteworthy that the families F1 and F2 are the most predominant with respect

to number of ZPLs that constitute them. These two families, with center ci ≈ 2 eV,

contain ≈ 30% of all the ZPLs. It should be mentioned that defect ZPLs centered

around ≈ 2 eV are the most commonly reported hBN defects in the literature. The

family F7 on the other hand, has a remarkably narrow dispersion of energy (wi ≈
0.2 meV). The ZPLs of this family also exhibits very narrow spectral linewidth, with

a mean ZPL HWHM linewidth < δE00 >7= 3.6 meV, as mentioned in table 5.1

(alongside the < δE00 > of all other families). The narrow linewidth and the high

occurrence of this family suggests exceptional decoupling of this type of defect from

local environment in ambient conditions.
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Defect

family

PSB

∆E01

(eV)

PSB

shift

∆PSB

(meV)

Proportion

of ZPL

with PSB

(%)

Mean DWF

fZPL (%)

Mean DWF

f l

ZPL

estimated

from

lineshape

(%)

F1 1.85 160 22.4 65.3 57.4

F2 1.78 180 96.1 67.7 55.1

F3 1.73 180 7.4 54.7 44.4

F4 1.69 170 66.1 55.8 48.1

F5 1.70 150 55.5 52.4 46.8

F6 1.63 200 95.6 73.7 61.7

F7 1.60 190 91.2 67.3 58.6

Table 5.2: Summary of defect-phonon coupling characteristic parameters for each

defect family

5.4 Defect-phonon coupling parameters

We use our statistical approach to extract and report some parameters related to the

coupling between defects and lattice vibrations. Figure 5.4b shows a histogram of PSB

energy shift with respect to their corresponding ZPLs, for 3898 spectra where PSB

was identified. The histogram shows three peaks which match the three well known

phonon modes energy in hBN. This further strengthens the reliability of the developed

algorithm. Table 5.2 lists the extracted parameters characteristic of defect-phonon

coupling for the families for which PSBs were detectable, i.e, F1 to F7. For the rest of

the families, the spectral window of measurement did not cover the spectral position

of their corresponding PSB. The parameters reported in table 5.2 include PSB energy

centers ∆E01, energy shifts ∆PSB = ∆E00−∆E01 and percentage of ZPL which has

a corresponding PSB. In terms of understanding the interaction of defects with the

crystallographic environment, one important parameter is the reorganisation energy.

It can be understood as the energy required to reorganise the local crystal structure

around a defect following emission or absorption processes. An exact measurement

of this parameter is beyond the scope of this study. However, this reorganization

energy could be related to the energy shift between the ZPL energy and the mean

energy estimated from the lineshape spectrum [142], which is presented in table 5.2.
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In this table, we also list the Debye-Waller factor (DWF) for the defects, which is

defined as the fraction of the total emission from a defect emitted into the ZPL.

This factor characterizes the strength of electron-phonon coupling and is related to

the Huang-Rhys factor (HRF) as: DWF = e−(HRF ). Beside being a key aspect in

exploring the microscopic origin of defects, the DWF is instrumental in determining

the applicability of a defect in quantum technology [144,145,151,153,154]. In order to

compare with previous studies, relying sometimes on PL spectra and not on lineshape,

the DWF is estimated here in two ways: i) using the energy spectrum, IE = Iλ(λ)hc
E

or ii) the lineshape spectrum LE(E = IE
E3

. The DWF values calculated by using both

of these methods (denoted as fZPL and fL
ZPL, respectively) are included in table 5.2.

As is shown, fZPL can vary from 52% to 74%, while fL
ZPL ranges from 44% to 62%.

5.5 SPS vs MPS

As mentioned in the previous section, the analyzed spectra in this study can be

classified into two types, based on the number of peaks in a spectrum: single peak

spectrum (SPS) and multiple peaks spectrum (MPS). Examples of each type are

shown in figure 5.5a and 5.5b, respectively. A comparison between the ZPL energy

histograms of these two types of spectra can provide new insights into the spectral

families. It can also be a test of the reliability of ZPL identification by the algorithm.

The histograms corresponding to SPS and MPS are presented in figure 5.5c and 5.5d,

respectively. The extracted energy centers ci for each family are listed in table 5.3.

Although most of the detected ZPLs in this study are from MPS, clear discretization

can be seen in both histograms. This combined with the consistency in the energy

centers between SPS and MPS confirm that the presence of spectral families and

the spectral assignment associated with them are independent of spectral features.

Having said that, there are a few differences between the SPS and MPS ZPL energy

distributions. The relative weight of the families are different between the histograms

and particularly, families F9 and F11 are only visible in the MPS histogram. Since

each spectrum is collected from an area of 1 µ m2, multiple peaks correspond to high

density regions with more than one optically active defects in an area less than 1 µm2.

This assumption is supported by ref [157], where the authors reported the presence

of multiple defects localized in a ≈ 35 nm region.
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Defect

family

Energy center, ci (eV)

Spectrum type Agglomeration type
Flakes building

block size

SPS MPS Small Large Sample

A

(100 nm)

Sample

B

(10 µm)

F1 2.01 2.00 2.01 2.01 2.01 N/A

F2 1.96 1.96 1.96 1.96 1.96 N/A

F3 1.91 1.91 N/A N/A N/A 1.91

F4

1.85

1.86 N/A 1.86 1.86 N/A

F5 1.85 N/A N/A N/A 1.8

F6 1.83 N/A 1.83 1.83 N/A

F7 1.79 1.79 1.79 1.79 1.79 N/A

F8 1.77 1.77 N/A N/A N/A 1.77

F9 N/A 1.74 N/A 1.74 1.74 N/A

F10 1.70 1.69 N/A 1.70 1.70 N/A

F11 N/A 1.63 N/A 1.61 1.63 N/A

Table 5.3: Summary of optical characteristics for defect families. Defect families (F1

to F11) with corresponding defect center energies in eV, through the use of multi-

Gaussian fits. The centers are presented based on the size of building blocks flakes,

agglomeration (agg.) type, and spectrum type, which encompasses both multiple

peak spectra (MPS) and single peak spectra (SPS).

We can form the following hypothesis to explain the differences between the his-

tograms for SPS and MPS. In dense regions, multiple closely located defects can

interact to form a complex defect. For example: defects with opposite charges can

pair through Coulomb interaction over a nanometric scale. Elastic interactions and

covalent bond formation can also lead to defect pairing, although it requires close

atomic separation to be efficient. Clustered defects like these have different electronic

structure compared to a single defect, which can lead to small differences in ZPL

center energies, between the two cases.
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tend to cluster together horizontally and vertically in apparently random ways. The

formation of such agglomeration seems to be unavoidable and leads to nonuniform

hBN flake density across the substrate. By comparing the contrast profiles of white-

light images and scanning electron microscopy (SEM) micrographs, we classified the

PL probed areas on the sample into two flake arrangement morphologies: i) small

agglomeration: isolated flakes, with flake agglomeration size typically below 1 µm ii)

large agglomeration: flake agglomeration size above 5 µm. SEM images of both of

these types of agglomeration are presented as example in figure 5.6a and 5.6b, respec-

tively. Here, we are considering only sample A, which was prepared from supernatant

solution containing a single narrow nanoflake size distribution centered around 100

nm. Analyzing the ZPL energy distribution of this sample will allow us to isolate

the effect of flake morphology, excluding the effect of flake size. The ZPL energy

histogram for small and large agglomeration for sample A are shown n figure 5.6c

and 5.6d, respectively.

There are significant differences in terms of the spectral family occurrence be-

tween the two histograms. Small agglomeration flakes predominantly show only two

families F1 and F2, with F7 barely visible. Whereas, all the families except for F3, F5

and F8 appear in large agglomeration flakes. Although a complete understanding of

these differences are beyond the scope of our study, we can however, propose a line of

thought. We know that flake edges play a significant role in the formation of defects.

Not only defects appear preferentially near flake edges, the electronic structure of the

defect has been shown to be linked to the nature of the edge as well. Different chem-

ical groups can be attached to the flake edges; in particular, terminations made of

nitrogen dangling bonds passivated by hydrogen were identified experimentally [169].

It has also been shown theoretically that for Boron [153,155,170] and Nitrogen [170]

vacancy defects, such a Hydrogen passivation induces a symmetry lowering and lattice

distortions, leading to significant changes in the ZPL energy. Sample A, containing

small flakes, has a high density of edges. When individual flakes agglomerate, the

edges and terminations can become modified. The structure and symmetry of the

edges can be reconfigured. The reactive sites of the edges can become passivated or

bonded to develop new type of termination. Agglomeration can also cause multiple

defects to interact and form complex defects [171–173]. Besides these effects, agglom-

eration can cause changes in the dielectric environment around a defect. Overall,

these arguments present a plausible explanation for the broader range of defects seen
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We now turn our attention towards the influence of flake size on the occurrences of

defect families. In order to do that, we compare the results obtained from sample

A, prepared with small flakes a with mean size of 100 nm, with sample B, fabriacted

with larger flakes with two size distributions centered at 210 nm and 11 µ m (figure

5.1c). We refer to the size selected flakes used to prepare the samples as “building

block flakes”. We focus only on large agglomerations in both samples. The small

agglomerations are not taken into consideration as they do not contain large sized

flakes. In contrast, the large agglomerations in sample B predominantly consist of

larger flakes of mean size 11 µm. Comparing the ZPL energy histograms between

the large agglomeration areas between sample A and B allows us to shed light on the

effect of flake size only, as shown in figure 5.7a. Only 3 families (F3, F5 and F8 are

present in the ZPL histogram of sample B (large flakes). On the other hand, sample A

shows all the other families except for these aforementioned three families, displaying

the occurrence of complimentary set of defect families in these two types of hosts.

It is clear that the flake size has a significant effect on the type of defect formation.

Once again, we can provide a initial hypothesis in response to this observation. We

know that the hBN surface to volume ratio is lower compared to small flakes [168].

So, the density of defects lying close to edges or surfaces will be significantly low in

large flakes of ≈ 10 µ m. In addition to this, The position of a defect relative to edges

can alter their electronic and optical properties. Hence, large hBN flakes should host

deeper defects, which are less effected by edges, leading to distinct types of defects

compared to small flakes.

The observations that hBN flake morphology and flake size, both allow some

degree of control over the formation of defect families, raised the question: how

much control over defect formation can we achieve using the the two aforementioned

parameters. To answer this, we compare the ZPL energy histograms between small

agglomerations (isolated flakes) flakes from sample A and large agglomerations from

sample B (figure 5.7b). These two extreme cases reveal a clear spectral discrepancy.

The “edge defects” from sample A (F1) and F2) shows a notable blue-shift compared

to the “deeper defects” from sample B (F3, F5 and F8). It is also worth noting that the

edge defects exhibit the widest spectral width distribution (wi in table 5.1), among

all other types of defects. This strengthens the assignment of these defects as “edge

defects”, since their atomically thin local environment makes them susceptible to

more fluctuation. The dependence of defect families on the morphological parameters
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of flakes presents an opportunity to easily control the spectral occurrences of hBN

defects. By carefully selecting the sizes of hBN building blocks and using precise

spin-coating techniques, one can either prevent or encourage agglomeration, offering

a simple method to customize the spectral properties of defects in hBN hosts.

5.8 Defect density vs morphology

We wrap up our study by analyzing the global density of defects with respect to hBN

flake morphology. Reaching a suitable density of defects would be a desirable aspect

of potential hBN defect based devices. We consider two types of defect density. First,

we define the global density of defects as the total number of defects divided by the

total area probed by PL. On the other hand, we define the effective density of defects

as the total number of detected defects divided by the area covered by hBN flakes.

The method we used to calculate the effective density is as follows. We determined

the total PL probed area for small agglomeration and large agglomeration to be 7 ×
104µm2 and 2×104µm2, respectively. To determine the effective surface area coverage

by hBN, we analyzed the gray scale contrast profile of the white light and SEM images

of the measurement areas. The pixels of the images where the contrast was more than

two times higher than the background were considered to be covered by hBN and were

taken into account when calculating the effective density. This caused occasional

exclusion of very low contrast hBN nanoflake areas, leading to slight underestimation

of effective hBN coverage area. The average percentage of hBN coverage per mapped

area was found to be 9% for small agglomeration and 68% for large agglomeration.

The calculated effective and global densities for different morphologies are provided

in table 5.4. We observe somewhat similar effective density (from 0.26 to 0.53µm) for

all cases. This is despite the difference in host thickness between small agglomeration

in sample A (isolated few layer flakes) and large agglomeration in sample B. This is

an indication that most of the defects appear in the first few layers near the surface,

regardless of the flake morphology. Our observation supports a hypothesis presented

in ref [174], which used a different sample preparation protocol, but involved high

temperature annealing similar to our study. It is worth noting that the annealing

process leads to the migration of defects, potentially resulting in their formation at

the surfaces and edges. In addition, our achieved defect density is comparable to

one of the highest reported hBN defect densities, observed in mechanically exfoliated
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Effective (global) defect density (/µm2)

Flake

morphology
Sample A Sample B

Small

agglomeration
0.26 (0.03) N/A

Large

agglomeration
0.53 (0.37) 0.48 (0.32)

Table 5.4: Summary of the average effective density of defects as a function of hBN

flake morphologies

samples treated with advanced thermal processing [175]. This highlights that the

morphological control of defects is compatible with achieving a high defect density.

5.9 Conclusion and perspective

We conducted an extensive statistical analysis involving a large dataset of hBN de-

fect PL emission lines, totaling over 10000 instances. Through this comprehensive

sampling, we identified 11 distinct spectral families of defects, each with well defined

emission centers within the spectral range of 1.6 to 2.2 eV. Our result challenges pre-

vious hypotheses that suggested spectral randomness in defect emission, leading to

a broad, continuous energy distribution. Utilizing our statistical approach, we also

extracted important defect parameters, including emission linewidths, spatial defect

density, phonon sidebands (PSBs), and Franck-Condon factors.

Our findings provide valuable insights for determining the microscopic origins of

emitters in hBN hosts. Notably, the spectral spacing between defect families could

serve as a critical parameter for theoretical studies, as opposed to relying on absolute

energy values, which are difficult to determine with sufficient precision and complicate

the identification of the chemical nature of defects. Additionally, we demonstrated

that the morphology of hBN hosts significantly influences the spectral occurrence of

defect families. We have demonstrated that it is possible to selectively generate a

variety of defects while maintaining a high defect density, by controlling the size and
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arrangement of flakes. This was achieved through simple methods such as centrifuga-

tion and drop casting, offering a practical and scalable alternative to expensive defect

engineering techniques.

Although we have put forward several hypotheses, this study does not fully explain

the underlying physical mechanisms. Therefore, the newfound flexibility provided by

controlling flake morphology clearly merits further exploration to enhance our under-

standing of defect formation and to fully leverage its potential for precise spectral

control of defects in hBN.

One of the key motivations of this work was to reproduce defects with consistent

emission energies, enabling resonant FWM microscopy measurements on these de-

fects. For FWM microscopy to be successfully applied, several practical requirements

must be met. In our experimental setup, the pulsed laser source operates within

an emission range of 1.1 eV to 1.8 eV, imposing a strict limitation on the types

of defects compatible with the system. Additionally, any significant adjustment in

the laser energy (greater than 20 meV) necessitates a complete realignment of the

setup—a complex and time-consuming process. Consequently, if the defect emission

energies vary over a broad range, conducting measurements on a large number of de-

fects becomes impractical. Furthermore, FWM microscopy demands that the system

under investigation exhibit high oscillator strength, as well as temporal and spectral

stability. The results presented in this chapter contributed to our ability to reproduce

defects with suitable emission energies.

We have attempted FWM microscopy measurment on defect families with emission

energies below 1.8 eV, but these efforts have thus far been unsuccessful. There are

several factors that may account for this. First, the temporal and spectral stability

of the defects can be improved. Second, the long defect lifetimes in hBN, which have

been reported to reach up to 18 µs at room temperature [176], lead to a reduced

oscillator strength, making it exceedingly difficult to detect an FWM signal from

such systems. Finally, Many types of defects in hBN have been demonstrated to be

charged defects with more than two levels involved in the defect transition, making

it impossible to excite these systems resonantly. Further studies, building upon the

findings in this chapter, could help engineer a very narrow set of families with high

temporal and spectral stability. Furthermore, coupling these defects to photonic

structures like cavity [177] or metamaterial [178], could help reduce the defect lifetime

and enhance their emission. These steps would greatly increase the likelihood of
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successfully measuring FWM signal from these defects, enabling the demonstration

of ultrafast coherent control on these systems and bringing them to the forefront of

quantum information technologies.
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6 Conclusion

This thesis aimed to investigate the dynamic properties of excitons VdW materials

and assess potential methods for engineering some of the excitonic properties. The

majority of the work in this thesis centered around TMDs and advanced vdW struc-

tures incorporating TMDs. To this purpose, we developed a state of the art FWM

microscopy experimental setup, combining a diffraction limited spatial resolution,

ultrafast time resolution (≈ 100 femtosecond) and ≈ 300µ eV spectral resolution.

Using this experiment, we studied the coherence and population dynamics of

anisotropic excitons in ReS2. Our findings revealed homogeneously limited coher-

ence dynamics for excitons in this material and population dynamics characterized

by three decay timescales (from 150 fs to several ns). These results showcase the po-

tential of excitons in ReS2 as a promising candidate for optoelectronic and photonic

devices.

We have studied an advanced vdW structure based on MoSe2. This MoSe2-

graphene heterostructure enabled us to investigate the impact of graphene on the

dynamic properties of excitons in MoSe2 monolayer. Our approach highlights the ex-

istence of a long-time scale process of photo-induced dynamic charge carrier transfer

in graphene, occurring over 100 ps. We also discovered a novel effect of graphene on

the excitons, manifesting as a change in inhomogeneous broadening with excitation

power density, leading to a change of the population decay timescale. Several hy-

potheses were proposed to explain these findings and to address the difference with

earlier studies.

In addition to investigating the dynamic properties of excitons in vdW structures,

we conducted an extensive statistical analysis of quantum defect emission energy in

hBN using µ-PL spectroscopy. Our analysis revealed a clear discretization of emission

energy distribution in histograms of spectral occurrences, built from 8307 zero phonon

lines (ZPLs). This finding challenges the previous hypothesis of a spectrally random

distribution of defect ZPLs in hBN. We also uncovered the role of hBN flake surface

morphology and size in determining defect formation. Our results could potentially

help to decipher the microscopic origin of defects and demonstrate a scalable approach

for selectively fabricating defects with a narrow emission energy distribution.
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7 Perspective

In this last section, we will take a look at how the work presented in this thesis opens

up numerous opportunities for future research. The developed FWM experimental

setup can be applied to study the dynamic properties of excitonic systems in various

semiconductor structures and vdW materials. We will discuss two major ongoing

research efforts in our lab.

7.1 Electric gate control of excitons in MoSe2

A 2D system like MoSe2 monolayer presents an excellent platform for investigating

the influence of static electric field largely due to the high binding energy of the exci-

tons. A large number of studies have reported a quadratic red-shift in exciton energy

(referred to as “Quantum confined stark effect”), as a result of out of plane electric

field in both quantum well structures [179–182] and TMDs [183–185]. Studies on the

effect of applied in-plane electric field in quantum well have shown two competing

effects on the exciton energy: a red-shift due to quadratic stark shift and a blue-shift

arising from the electron and hole being pushed in opposite directions [179,186–188].

Additionally, there is a significant broadening of the exciton linewidth [179,186,187].

Such effects have not been clearly highlighted so far with TMDs. Indeed, to high-

light the intrinsic electric field effect on the exciton, particular care must be taken in

the heterostructure design to avoid change of the doping level with the applied fields.

Such changes could lead to variations in the exciton energy, thereby potentially mask-

ing the intrinsic effect of the applied field [49,184,189]. Moreover, in stark contrast to

quantum wells (QWs), only a few studies have been conducted on TMDs in dynamic

regimes [49,190,191], and these are not free from the doping effects discussed above.

Therefore, the intrinsic influence of the electric field, in various configurations, on

lifetime and coherence time of excitons remains to be explored. In contrast, the sam-

ple we are studying relies on a specific design with dual gates, allowing us to uncover

the effects of both in-plane and out-of-plane electric fields on excitons and exciton

dynamics, while potentially minimizing the impact of significant changes in doping

levels
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ing changes induced by the difference of voltage could be minimized (figure 7.2b),

allowing us to explore more intrinsic effects of the applied transverse electric field.

We confirmed this by observing a gradual redshift in the exciton transition (figure

7.2d), in contrast to the blueshift caused by increased doping. Additionally, the study

of coherence dynamics showed an increase in the homogeneous broadening with the

electric field (figure 7.2c), though to a lesser extent compared to previous coherence

studies [49], suggesting that doping increase may not be the dominant mechanism of

decoherence.

Conversely, at the BT4 location (figure 7.2a), we were also able to observe fea-

tures of the coherent dynamics due to the in-plane component of the electric field.

Importantly, the specific experimental setup we employed, based on dual-balanced

detection and optical heterodyne technique, allowed us to finely monitor the exciton

resonance energy shift. This revealed a signature of a blueshift caused by the in-

plane electric field in contrast to the redshift observed with the transverse field. This

effect is likely due to a different mechanism, such as the reduction in exciton bind-

ing energy resulting from the electric field pushing the electron and hole in opposite

directions [179,186–188].

However, at this stage, deciphering all the contributions (doping, inhomogeneity

of the electric field, heating, and intrinsic effects of the electric field on the exciton

wavefunction) to the coherent dynamics, exciton energy shift, and lifetime processes is

still premature, and further studies are needed. In particular, to completely eliminate

the influence of doping changes, we propose two configurations for future measure-

ments on this sample: i) using compensating gate voltage combinations to maintain

a constant doping level [183], and ii) removing the sample ground contact and op-

erating in a floating gate configuration, thereby avoiding any charge transfer from

the electrode to the 2D layer. These measurements should open up new perspectives

for understanding and controlling exciton energy and dynamics through applied elec-

tric fields, without the influence of doping changes, which have tended to dominate

previous studies.

7.2 Toward confined systems

Electric field-controlled samples, such as the one described in the previous section

also open novel breakthrough perspectives for shaping the dimensionality and ge-
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ometry of excitonic wavefunctions, including 1D, ring, and 0D excitons [192]. The

investigation of the dynamics of such shaped excitons, from 1D excitonic systems

to confined 0D systems is another intriguing avenue of research being pursued in

our group. Other 0D systems of interest include defects in hBN [45, 142, 150, 193]

and bound excitons in TMDs [43, 112, 115, 117]. These single-photon emitters hold

immense potential as foundational components for next-generation quantum tech-

nologies. Challenges for FWM measurements on these systems include weak oscilla-

tor strength, long lifetime and the possibility of these systems possessing metastable

states. Integrating these confined systems into photonic structures, such as cavities,

metamaterials or nanoplasmonic stuctures could significantly enhance their interac-

tion with light and potentially reduce their lifetime, allowing then to perform more

advanced spectroscopies. [177, 178, 194]. Additionally, the results from this thesis re-

garding the understanding of quantum defects in hBN could be used and developed

towards a narrow and selective formation of quantum defects, making the feasibility

of FWM measurements on such systems easier. Such measurements could reveal in-

triguing fundamental properties of these systems and for instance, a demonstration

of ultrafast coherent control on 0D systems could propel them into the forefront of

quantum information technologies.
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